
Matsumoto et al. Robomech J             (2021) 8:4  
https://doi.org/10.1186/s40648-021-00192-7

RESEARCH ARTICLE

Development of a tour guide 
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Abstract 

Autonomous robots are expected to replace dangerous, dirty, and demanding (3D) jobs. At a theme park, surveil-
lance, cleaning, and guiding tasks can be regarded as 3D jobs. The present paper attempts to develop an autonomous 
tour guide robot system and co-experience system at a large theme park. For realizing such autonomous service 
robots used in our daily environment, localization is one of the most important and fundamental functions. A number 
of localization techniques, including simultaneous localization and mapping, have been proposed. Although a global 
navigation satellite system (GNSS) is most commonly used in outdoor environments, its accuracy is approximately 
10 m, which is inadequate for navigation of an autonomous service robot. Therefore, a GNSS is usually used together 
with other localization techniques, such as map matching or camera-based localization. In the present study, we 
adopt the quasi-zenith satellite system (QZSS), which became available in and around Japan in November 2018, for 
the localization of an autonomous service robot. The QZSS provides high-accuracy position information using quasi-
zenith satellites (QZSs) and has a localization error of less than 10 centimeters. In the present paper, we compare the 
positioning performance of the QZSS and the real-time kinematic GPS and verify the stability and the accuracy of the 
QZSS in an outdoor environment. In addition, we introduce a tour guide robot system using the QZSS and present 
the results of a guided tour experiment in a theme park. On the other hand, based on the tour guide system, we also 
develop a co-experience robot system in a theme park, which realizes the sharing of experiences using an immersive 
VR display and the 5th-generation mobile communication system (5G). The robot is equipped with a 360-degree 
video camera and real-time 4K video is transmitted to a remote operator using the large communication capacity of 
the 5G network. The experimental results at a theme park showed that the guided tour experiment was successful 
and that the co-experience system allowed sharing of the experience with high immersion by a remote operator.
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Introduction
The service robot is an effective solution for various 
social problems, such as the problems of a super-aged 
society, labor shortages caused by depopulation in the 
countryside, and performing uncomfortable tasks such as 
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dangerous, dirty, and demanding (3D) jobs, for example, 
surveillance, cleaning, and guiding tasks. Recently, new 
and advanced technologies, which are important factors 
in realizing intelligent service robots, are being actively 
developed. The quasi-zenith satellite system (QZSS) [1] 
and the 5th-generation mobile communication system 
(5G) are among these technologies. We intend to use 
these technologies and develop two types of service robot 
system, namely, a tour guide robot system and a co-expe-
rience robot system. Figures  1 and 2 show conceptual 
diagrams of these systems.

Localization is one of the most important and fun-
damental functions for an autonomous service robot 
like the tour guide robot. In an outdoor environment, 
a global navigation satellite system (GNSS), in particu-
lar, the Global Positioning System (GPS), is the most 
popular technique. However, the accuracy of a GNSS is 
approximately 10 m, which is inadequate for navigation 
of an autonomous service robot. Therefore, the real-
time kinematic GPS (RTK-GPS) or a virtual reference 
station (VRS) that provides centimeter-class position-
ing is used for accurate navigation of an autonomous 
service robot, such as a personal mobility vehicle or a 
delivery robot. A number of autonomous robot systems 
using the RTK-GPS have been proposed [2–6]. In [2], 
the authors proposed a robust and precise localization 

system that achieves centimeter-level accuracy in diverse 
city scenes. In this system, the measurement of the RTK-
GNSS, LiDAR, and IMU are synthesized in the sensor 
fusion framework using an error-state Kalman filter. In 
[3], the authors proposed a high-precision localization 
method by treating the global pose estimation problem 
as a pose graph optimization problem. Both the RTK-
GPS and wheel odometry are used as constraints of the 
pose graph. In [4], the authors proposed a sensor fusion 
method for 3D mapping and localization using multiple 
heterogeneous and asynchronous sensors. In this sys-
tem, the authors first create an accurate prior map by 
ORB-SLAM [7] and LOAM [8] using a vehicle that has 
an RTK-GPS sensor unit. After creating the prior map, 
the map is used for localization in the GPS frame of ref-
erence without the use of GPS, and thus localization in 
GPS-denied environments, such as tunnels or parking 
garages, is also performed. In [5], an integrated frame-
work for underground 3D mapping using a mobile rover 
is proposed. This framework conducts 3D underground 
mapping based on ground penetrating radar (GPR) data. 
In this system, the RTK-GPS is used for accurate geo-
reference. In [6], the underwater localization system for 
an underwater mining vehicle (MV) and a surface launch 
and recovery vessel (LARV) was proposed. The LARV 
is used for supporting the MV. In this system, the RTK-
GNSS is used for the localization of the LARV using 
RTKLIB [9].

The QZSS began operating on November 2018 in and 
around Japan. The QZSS provides high-accuracy position 
information and a localization error of less than 10 cm by 
using electronic reference points and four quasi-zenith 
satellites (QZSs). These satellites transmit signals not 
only for localization but also for error correction using 
the electronic reference points. Therefore, we do not 
need the base station required for the RTK-GPS, and thus 
the QZSS is easy to use for centimeter-class positioning, 
as compared with the RTK-GPS. Accordingly, the QZSS 
is suitable for mobile robots that move over a wide area, 
such as the tour guide robot system proposed herein. 
Since the QZSS can be used without the communication 
between the two stations required for the RTK-GPS, the 
QZSS is suitable for mobile robots that move over a wide 
area, such as the same proposed system.

In particular, due to the rapid development of com-
munication technology, various systems for conducting 
service tasks using robots over networks have been con-
structed [10–12]. Regarding communication technology, 
5G is being developed and introduced as a next-gener-
ation wireless communication technology that enables 
large-capacity data to be handled by wireless commu-
nication. Wireless communication is an indispensable 
technology for autonomous mobile service robots, and, 

Fig. 1  Conceptual diagrams of the tour guide system. The robot 
conducts a tour using QZSS, and some information obtained from 
the robot is monitored from the server

Fig. 2  Conceptual diagrams of the co-experience system. The user 
can share an experience (360-degree 4K video) of the robot remotely 
through the 5G network
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by using 5G, more advanced services are possible. In the 
present study, we develop a co-experience system that 
allows us to experience the surrounding image and sound 
around the robot from a remote location by transferring 
the 360-degree 4K video taken by the robot using 5G. By 
using this system, for example, older people with lower-
limb disabilities can enjoy experiences from a remote 
place like taking a stroll with a grandchild, using a robot, 
and due to the high-capacity communication of 5G, high 
immersion is realized.

In the remainder of the present paper, we compare 
the positioning performance of the RTK-GPS and the 
QZSS and verify the stability and accuracy of the QZSS 
in an outdoor environment. In addition, we introduce 
the configuration of a tour guide robot system using the 
QZSS and a co-experience system using the 5G network. 
Finally, we present an experiment for the tour guide sys-
tem and co-experience system in a theme park.

Centimeter‑class positioning by GNSS
For high-accuracy measurement using a GNSS, error 
correction is very important. Errors include the clock 
error of the satellite, the clock error of the receiver, the 
position error of the satellite, ionospheric delay, tropo-
spheric delay, the effect of multiple paths, and the noise 
of the receiver [13, 14]. In this section, we explain the 
measurement procedure and the error correction system 
for the RTK-GNSS and the QZSS.

Real‑time kinematic GPS
The RTK-GPS uses two modules: a base station and a 
rover station. Using these modules, the RTK-GPS cal-
culates the double difference of the carrier phase and 
achieves high-accuracy measurement. The double differ-
ence of the carrier phase is calculated using the carrier 
phase from two satellites to base and rover stations. Here, 
the carrier phase data arriving at the base station from 
satellite A and satellite B are denoted as ( φA

r  and φB
r  ), 

respectively. The double difference of the carrier phase 
DφAB

br
 is calculated as DφAB

br
= (φA

r − φA

b
)− (φB

r − φB

b
) . 

This calculation removes the clock errors of the satel-
lites and the receiver. In addition, if the distance between 
the base and rover stations is less than a certain value, 
then the ionospheric delay and tropospheric delay can 
be removed. Furthermore, by using information on 
pseudo-ranges between multiple satellites and receivers, 
we can determine the integer ambiguities remaining as 
errors and thereby realize centimeter-class positioning. 
In the present paper, we use MJ-2001-GL1 (Magellan 
Systems Japan Inc.; Fig. 3) as an RTK-GPS module in the 
experiment.

Quasi‑zenith satellite system
The QZSS uses four QZSs, referred to as the “Michibiki” 
constellation, and began operating in November 2018 in 
Japan. Whereas the RTK-GPS uses two sets of modules, 
the QZSS provides highly accurate positioning with only 
one module, consisting of an antenna and a receiver. As 
explained above, the RTK-GPS uses the correction sig-
nal measured by the base station. On the other hand, the 
QZSS generates an error correction signal using obser-
vation data at electronic reference points placed very 
densely in Japan, and the correction is performed by 
transmission to the user terminal via the satellites. This 
correction method is referred to as centimeter-level aug-
mentation [15, 16], and centimeter-class positioning has 
been realized in and around Japan. The quasi-zenith orbit 
is shown in Fig.  4. This orbit is an asymmetrical trajec-
tory, and each QZS follows this trajectory in the course of 
one day. By constructing this quasi-zenith orbit with four 
satellites, and shifting their positions in time, a high ele-
vation angle to at least one QZS can always be obtained 
in and around Japan.

In the present paper, we used the QZSS module 
called AQLOC-V (Mitsubishi Electric Inc.; Fig.  5) and 

Fig. 3  Real-time kinematic GPS module (MJ-2001-GL1, Magellan 
Systems Japan Inc.)

Fig. 4  Quasi-zenith orbit. The red-colored trajectory is the 
quasi-zenith orbit [17]. The trajectory covers Japan and Australia
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MJ-3021-GM4-QZS-EVK (Magellan Systems Japan, 
Inc.; Fig. 6). The AQLOC-V is used for experiment com-
pareing performance of the RTK-GPS and QZSS and 
the first version of the developed robot system. The MJ-
3021-GM4-QZS-EVK is used for the second version of 
the developed robot system because the compactness of 
the module is necessary. The robot systems are described 
in detail in the section describing the configuration of the 
developed robot system.

Centimeter‑level augmentation service
The centimeter-level augmentation service (CLAS) is a 
unique function of the QZSS. The “Michibiki” constel-
lation adopts a state space representation (SSR) method 
[18] for the CLAS and realizes centimeter-class posi-
tioning using the L6 signal, which is an auxiliary signal 
of a QZS. In the centimeter-class augmentation informa-
tion generated at the control segment, a dynamic error 
model called the state space model (SSM) is used based 
on observation data of the electronic reference point 
network. Each error amount, such as the clock error, the 
satellite orbit error, ionospheric delay, tropospheric delay, 

and signal bias, is generated as an SSR. The flow of the 
centimeter-level augmentation is shown in Fig. 7.

Based on the positioning information at the electronic 
reference point for which the latitude and longitude are 
known, the correction information for removing the 
error is created at a facility called the monitoring station 
and transmits the information to the QZS via the antenna 
of the tracking station. Then, by receiving the correction 
information simultaneously with the positioning signal 
on the user terminal side, centimeter-class positioning is 
realized.

Accuracy measurement experiments
In order to verify the measurement accuracy of the QZSS, 
we compared the positioning performance the RTK-GPS 
and the QZSS in the stand-still state and in motion in an 
open-sky environment and in a partially obscured envi-
ronment in which buildings block portions of the sky.

Measurement accuracy in the stand‑still state 
in an open‑sky environment
In this experiment, the distributions of positioning data 
from the average value by the RTK-GPS and the QZSS 
were compared in the stand-still state. The results are 
shown in Fig. 8.

Based on these results, the RTK-GPS can perform posi-
tioning more stably than the QZSS in the stand-still state. 
One reason for this is the difference in the mechanism of 
position information correction, i.e., that the base station 
is placed close to the rover station in the RTK-GPS. How-
ever, the errors of the QZSS are less than approximately 
±4 cm and satisfy most applications of autonomous ser-
vice robots. A more detailed discussion will be presented 
in the following section for performance comparison of 
the RTK-GPS and the QZSS.

Fig. 5  Quasi-zenith satellite system module AQLOC-V (Mitsubishi 
Electric Inc.). This module was used for the first version of the 
developed system

Fig. 6  Quasi-zenith satellite system module MJ-3021-GM4-QZS-EVK 
(Magellan Systems Japan, Inc.). This module was used for the second 
version of the developed system. This module is more compact than 
the AQLOC-V Fig. 7  Flow of centimeter-level augmentation
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Measurement accuracy in motion in an open‑sky 
environment
In-motion experiments were conducted by the RTK-GPS 
and the QZSS equipped in mobile robots. We compare 
the values measured by the RTK-GPS and the QZSS and 
the true values measured by a robotic total station (GPT-
9005A, TOPCON, Inc.). The measurement accuracy and 
frequency of the robotic total station are approximately 
±7 mm and 1.7 Hz, respectively. The latitude, longitude, 
and orientation of the robotic total station were meas-
ured using prism poles and the QZSS (Fig. 10).

Figure  9 shows the experimental environment, which 
is a square space of 18 m × 18 m, and the orange, green, 
and blue circles in Fig.  9 indicate the initial position of 
the mobile robot, the position of the robotic total station, 
and the position of the prism pole, respectively. In this 
experiment, the maximum linear velocity of the robot 
was set to 0.1 m/s for stable measurement using the total 
station.

In order to track the position of the mobile robot in 
motion by the robotic total station, a prism is mounted 
between the GNSS antenna and the mobile robot, as 
shown in Fig.  11. The movement speed of the mobile 
robot was set to 0.1 m/s in the experiment.

Fig. 8  Distribution of positioning data of the RTK-GPS (upper graph) 
and the QZSS (lower graph). The right-hand side panels and the 
lower panels of each graph show the histograms for each of the 
corresponding axes

Fig. 9  Experimental conditions

Fig. 10  Prism pole (left window) and robotic total station (right 
window)

Fig. 11  Setup of the GNSS antenna and prism for the comparing 
experiment. The left-hand side describes the configuration for the 
QZSS, and the right-hand side describes the configuration for the 
RTK-GPS
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The trajectories measured by the RTK-GPS, the QZSS, 
and the robotic total station are shown in Fig. 12. In these 
figures, the green lines indicate the trajectories obtained 
using the robotic total station, and blue lines indicate the 
trajectory obtained using the RTK-GPS or the QZSS.

The maximum value (MAX), root mean square (RMS), 
and standard division (SD) of the differences between the 
positions measured by the GNSS and the robotic total 
station are shown in Table 1.

We also applied an extended Kalman filter (EKF) to 
integrate the GNSS and the wheel odometry by a mobile 
robot using wheel encoders. The results are shown in 
Fig. 13 and Table 2.

Based on these results, the localization after integrat-
ing the GNSS with the wheel odometry by the EKF is 
slightly more accurate than the GNSS itself. In addition, 
the accuracy of the RTK-GPS is slightly higher than that 
of the QZSS. A more detailed discussion is presented in 
the section describing the performance comparison.

Experiment in a partially obscured environment
In this experiment, we run the robot along a route that 
is close to higher-rise buildings and compare the posi-
tioning accuracy and stability of the RTK-GPS and the 
QZSS. The results are shown in Fig.  14. The fixed solu-
tion is a good result and the independent solution is a 
bad result. The fixed solution provides positioning results 

with high reliability and accuracy, and the independent 
solution yields positioning results with low reliability and 
accuracy.

Based on these results, the QZSS maintains a fixed 
solution along most of the route and performs stable 
measurements, even when the robot passes near high-
rise buildings. On the other hand, the RTK-GPS becomes 
unstable in some cases. One reason for this is that the 
QZSS uses the QZS placed at the quasi-zenith orbit and 
observed with a high elevation angle from the GNSS 
antenna. We repeated the experiment 10 times in the 
environment. Table 3 shows the fixed rate, float rate, and 
independent rate for the RTK-GPS and the QZSS.

Performance comparison of the RTK‑GPS and the QZSS
The performances of the RTK-GPS and the QZSS are 
shown in Table 4. As a result of the experiments, we can 
see that the RTK-GPS is more accurate than the QZSS. 
The reason for this is thought to be the difference of the 
mechanism of position information correction. Correc-
tion information in the RTK-GPS is created using the 
observation data at the base and the rover stations that 
are on line. On the other hand, as mentioned above, the 
QZSS uses the PPP-RTK (precise point positioning RTK) 
method, which is a model-based technique called a SSR. 

Fig. 12  Measured trajectories. Green lines indicate the trajectories 
obtained using the robotic total station, and blue lines indicate the 
trajectories obtained using the RTK-GPS (left figure) and QZSS (right 
figure)

Table 1  Differences between  the  positions measured 
by  the  global navigation satellite system (GNSS) 
and the robotic total station

RTK-GPS QZSS

MAX [m] 0.085 0.115

RMS [m] 0.032 0.043

SD [m] 0.014 0.018

Fig. 13  Measured trajectories using the EKF. Green lines indicate 
the trajectories obtained using the robotic total station, and purple 
lines indicate the trajectories obtained using the GNSS and wheel 
odometry. The left figure is result when using RTK-GPS and right 
figure is result when using QZSS

Table 2  Differences between the positions obtained using 
the  GNSS with  wheel odometry and  the  robotic total 
station

QZSS with wheel odometry RTK-GPS 
with wheel 
odometry

MAX [m] 0.091 0.085

RMS [m] 0.042 0.031

SD [m] 0.017 0.014
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In the PPP-RTK method, the error is decomposed into 
the error in satellite clocks, a small variation in the orbit, 
tropospheric delay, ionospheric delay, etc., and these fac-
tors are estimated at the electronic reference points in 
the CLAS of the QZSS. However, the PPP-RTK method 
cannot take into account the real-time state change of 
errors and therefore cannot handle, for example, a sud-
den change in ionospheric conditions.

As demonstrated by the results of the experiment 
described in performance comparison section, the posi-
tioning accuracy does not differ greatly between the 
RTK-GPS and the QZSS, and both techniques satisfy 
most requirements for applications of autonomous ser-
vice robots. Although the RTK-GPS is slightly more accu-
rate than the QZSS, the RTK-GPS requires two modules, 
and accurate positioning requires acquisition of the cor-
rect position of the base station. If the latitude and longi-
tude of the base station are not accurately known, it takes 
a long time to obtain the accurate latitude and longitude 
by the GNSS. We have to place the base station for a cer-
tain period of time and collect data repeatedly. In addi-
tion, since communication between the base station and 
the rover station is required, the GNSS can only be used 
within the range in which such communication is possi-
ble. On the other hand, since the QZSS can perform cen-
timeter-class positioning with a single device, we do not 
need to consider an initialization procedure or the avail-
able range. Moreover, the QZSS can perform more stable 
positioning, even near buildings, because the QZSS uses 
satellites placed in a quasi-zenith orbit that are observed 
with a high elevation angle from the GNSS antenna. At 
any time, at least one QZS can always be observed in and 
around Japan. Consequently, we can conclude that the 
QZSS is more suitable for a centimeter-class positioning 
system for autonomous service robots.

With respect to the overall accuracy, the RTK-GPS has 
a higher performance, but the difference is approximately 
several centimeters, which is not a large difference when 
considering the position identification of the robot. On 
the other hand, the QZSS is superior with respect to the 
stability of measurement, the number of required mod-
ules and preparations, the limits of the measurement 
range, and convenience. Overall, we conclude that the 
QZSS is better for robot position identification.

5G network
In this research, we are using a 5G environment provided 
by NTT DOCOMO, Inc., in the Huis Ten Bosch theme 
park. However, there are difficulties in using the network 
system for the proposed robot system. The components 
of the network system and how to solve these prob-
lems in the proposed system are introduced hereinafter. 
The configuration of the network system is described in 

Fig. 14  Measured trajectory by the RTK-GPS (upper side) and the 
QZSS (lower side) are described by markers. The blue and green 
markers indicate the fixed and float solutions, respectively, and the 
orange markers indicate independent solutions

Table 3  Fixed, float, and  unstable rates for  the  RTK-GPS 
and the QZSS

RTK-GPS QZSS

Fixed [%] 34.0 92.2

Float [%] 50.4 7.35

Unstable [%] 15.6 0.5

Table 4  Statistics of the RTK-GPS and the QZSS

The symbols ◦ , © , and △ mean very strong, strong, and weak, respectively

RTK-GPS QZSS

Accuracy (stopping) ◦
 (fixed)

©

Accuracy (moving) ◦
 (fixed)

©

Stability △ ◦

Number of modules 2 1

Initialization Measurement of base position None

Measurement range In communication range 
between modules

Not limited 
(around 
Japan)
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Fig.  15. Preliminary experiments revealed that wireless 
communication at approximately 20–40 Mbps was pos-
sible with this configuration. Note that the upper limit of 
the communication speed was set at 40 Mbps because of 
the limitation of CPU power of the onboard computer. 
Theoretically, the 5G network is capable of communi-
cation speeds of 20 Gbps. On the other hand, the aver-
age speed of the LTE (4G) network, which is the current 
standard for outdoor wireless communication, was 16 
Mbps (Aterm MR05LN, NEC, Corp.) by actual measure-
ment. Since the 360-degree camera in the system requires 
a maximum of about 56 Mbps to transmit 4K images, the 
5G network system is suitable for the proposed applica-
tion. The details of the application will be described later.

Components of the network system
The network system has a control PC, a system server, 
the docomo Open Innovation Cloud (dOIC), and 5G 
routers. The control PC is used to control the robot. The 
ROS-based controlling system and 360-degree 4K cam-
era system are implemented in the PC. (These systems 
are described in detail in the section on the configura-
tion of the developed robot system.) The system server 
is used for monitoring the information of the robot. In 
addition, we can control the robot remotely from the 
system server. The dOIC is a cloud service provided by 
NTT DOCOMO, Inc. with multi-access edge comput-
ing (MEC) features, such as low latency and high secu-
rity, which are required in the 5G era. This is achieved 
by building a cloud platform on the facilities within 
the DOCOMO network. We can use virtual machine 
instances and virtual networks. In addition, we can use 
some assets developed by NTT DOCOMO, Inc., such 
as an image processing API, in the future. The 5G router 
was also provided by NTT DOCOMO, Inc. The router 
has a LAN port and Wi-Fi system for connecting to the 

router. Moreover, 5G routers can communicate wirelessly 
with other routers by 5G radio waves through the base 
station for 5G.

Solutions for the problems in the network system
There are two problems related to using the network sys-
tem for the robot system. The first problem is related to 
the 5G router, and the second problem is related to an 
android device mounted in the robot. The details of these 
problems are as follows: 

1.	 The modules connected to 5G routers cannot com-
municate directly with other modules connected to 
other routers on the network, because of the func-
tional limitation of the 5G router.

2.	 The interface for controlling the base robot in the 
proposed system is an android device mounted in 
the robot. Therefore, the android device also needs 
to connect to the 5G network system. Therefore, the 
android device also needs to connect to the 5G net-
work system. However, the current android device 
cannot connect to the 5G network directly and needs 
to be connected to the 5G network via a 5G router. 
Besides, the wired connection of the Android device 
is functionally disabled.

In order to solve the first problem, we adopt a virtual pri-
vate network (VPN) communication system. The VPN 
communication system realizes the situation that private 
networks are virtually connected. Using this system, the 
modules connected to the 5G routers can communicate 
with other modules connected to other router networks. 
The VPN server is implemented in dOIC, and the VPN 
client is implemented in each control PC and server PC 
using SoftEther VPN [19].

On the other hand, we used the reverse tethering (RT) 
system for solving the second problem. The basic tether-
ing system is used for the PC connected to the network 
to which mobile devices, such as an Android system, are 
connected. Reverse tethering simply realizes the reverse 
version of tethering, which means that mobile devices 
can connect to the network to which the PC is con-
nected. By using RT, we connected the robot Android 
device to the 5G network to which the control PC was 
connected. The server and client systems for RT are 
implemented using SimpleRT [20]. The RT server was 
running on the control PC, and the RT client was run-
ning on the Android device.

Configuration of the developed robot system
As mentioned above, we confirmed that the QZSS can 
perform centimeter-class positioning with a simple and 
easy-to-use system consisting of a single module. In 

Fig. 15  Configuration of the 5G network. The control PC in the 
robot and the server PC are connected to a 5G router. Each router 
is communicating through a VPN network. The reverse tethering 
system is adopted between the robot and the control PC
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addition, we verified the 5G network system has a high 
communication speed. In this section, we present two 
types of service robot systems using QZSS and 5G net-
work. One is a tour guide robot system that mainly uses 
the advantages of QZSS, and the other is a co-experience 
system that uses the advantages of 5G network. QZSS is 
suitable for outdoor mobile robots in wide area because 
it does not require multiple modules and communica-
tion between base and rover stations, which are required 
for RTK-GPS. In addition, the co-experience system can 
share experiences using 360-degree video, and the high 
communication speed using the 5G network is suitable 
for the transmission of 4K high resolution images. Fig-
ures 16 and 17 show the developed robot systems.

Tour guide robot system
The tour guide robot system aims to perform guiding 
at theme parks. It moves automatically and guides the 
guests to the requested goal with voice announcements.

Hardware configuration of the tour guide robot system
As a mobile platform, we used Loomo (Segway, Inc.), 
which is an inverted two-wheeled robot, controlled from 
an Android terminal. We equipped Loomo with 2D 
LiDAR (LDS-01, ROBOTIS, Inc. for Qurin and TiM581, 
SICK, Inc. for Quriana) and QZSS external sensors. The 
2D LiDARs are used to detect obstacles. In addition, a 
battery, an external PC (Intel NUC), a Wi-Fi router for 
communication between Loomo and a PC were mounted 
on Qurin. Instead of a Wi-Fi router, Quriana has a 5G 
router and was mounted with a 360-degree camera, a 
speaker, and a microphone.

Navigation system
As software, a navigation system and the tour guide 
application were installed. The navigation system is based 
on the ROS Navigation Stack. Each component of the 
navigation system, localization, collision avoidance, and 
path planning is explained below.

•	 Localization: Position information obtained by the 
QZSS and the velocity information measured by 
the wheel encoder are integrated by the extended 
Kalman filter (EKF) in the robot_localization pack-
age [21]. The EKF estimates the pose (position and 
yaw angle) and the velocity (linear and angular) of the 
robot.

•	 Collision avoidance: Using the data measured by 
2D-LiDAR, the robot stops when a pedestrian is 
detected within a certain range.

•	 Path planning: The shortest path (global path) to the 
destination is planned using the Dijkstra method, 
and an optimal route (local path) to avoid obstacles 
is generated by the dynamic window approach along 
the global path.

Tour guide application
As shown in Fig. 18, the tour guide application is imple-
mented on the Android terminal. This application sends 
the goal information to the navigation system in response 
to a request from the user and receives the current sta-
tus of the robot. The status includes information such as 
whether the robot has reached the goal or an obstacle has 
been detected, and guide information for an attraction is 
provided by voice according to the location of the robot.

Voice recognition system
The speech recognition system is implemented using 
the DOCOMO AI Agent API [22]. As shown in Fig. 19, 
it is possible to have a conversation according to a 

Fig. 16  Qurin: the first version of the robot system. This robot uses a 
standard Wi-Fi network

Fig. 17  Quriana: the second version of the robot system. This robot 
uses a 5G network
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predetermined scenario. The tour guide robot sys-
tem uses the speech recognition system to accept user 
requests and answer questions.

Co‑experience system
The co-experience system is a system in which users 
share experiences with robots through a network. In a 
theme park environment in particular, using this system 
makes it possible to visit a theme park from a remote 
location via the proposed robot system.

Hardware configuration of the co‑experience system
In the co-experience system, a 360-degree camera is used 
to capture the field of view of the robot. The 360-degree 
camera used is the Theta V (Ricoh Co., Ltd.) shown in 

Fig. 20, and it is possible to acquire 360-degree video with 
4K quality. The view of the robot is presented to the user 
using a VR head-mounted display. By viewing the video 
captured by the 360-degree camera on the VR head-
mounted display, the user can observe the surroundings 
of the robot as if the field of view was his/her own. The 
VR head-mounted display used in this system is the Ocu-
lus Rift (Oculus VR Inc.) shown in Fig. 21.

Software configuration of the co‑experience system
Figure  22 shows the software configuration of the co-
experience system. This system uses WebRTC [23] to 
communicate in real-time between the robot and the 
user. The WebRTC system is implemented as an appli-
cation that runs on a Web browser using the JavaScript 
API, and by accessing the Web server, the application 
can be accessed via the network. In addition, A-Frame 
[24] is adopted to realize a VR application using Oculus 
Rift. Note that VR applications can be implemented on a 
Web browser using A-Frame. This VR application is also 
incorporated into the application on the Web server.

Experiment for tour guide robot system
Collision‑avoidance experiment
We conducted a collision-avoidance experiment to con-
firm whether the collision avoidance system and the voice 
announcement of the tour guide application work well. 
Figure  23 describes the results of the experiment. Fig-
ure  23 1© shows a scene in which pedestrians approach 
from the direction of movement of the robot. Figure 23 
2© shows a scene in which the robot stops in front of a 

pedestrian and is providing an announcement by voice. 
Figure 23 3© shows a scene in which the pedestrian moves 

Fig. 18  Tour guide application

Fig. 19  Conceptual diagram of the voice recognition system

Fig. 20  Theta V

Fig. 21  Oculus Rift

Fig. 22  Software configuration of the co-experience system
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out of the way according to the voice. Figure 23 4© shows 
a scene in which the robot restarts because the path has 
been cleared.

We confirmed that the collision avoidance system 
works well based on the results of the experiment.

Guided tour experiment
We conducted a guided tour experiment to confirm the 
performance of the developed system at the Huis Ten 
Bosch theme park in Japan. The environment and the 
procedure of the experiment are shown in Fig. 24.

The robot moves from point 1© to point 5© and explains 
the attraction at each point by voice. The total distance 
traveled by the robot is approximately 130 m, and the 
robot returns to the initial point, i.e., point 1© , after arriv-
ing at point 5© automatically, as shown in Fig. 25.

Figure 25 1© shows the robot start the tour at the start 
position. In Fig.  25 2© , the robot arrives at the cheese 
shop, which is the first target point, and gives a descrip-
tion of the shop. Figure  25 3© shows the robot arriving 
at the windmill, which is the second target position. The 
robot provides a description of the windmill and the his-
tory of the Netherlands. In Fig. 25 4© , the robot arrives at 

the third target point, the flower garden, and provides a 
description of the types of flowers. In Fig. 25 5© , the robot 
arrives at the end point and announces the end of the 
tour. Figure 25 6© shows the robot returning to the start 
position after the tour is over.

Guided tour experiments were conducted seven 
times in total, and six of the tours were successfully 
performed as planned. The reason for the failure is 
that the measurement of the QZSS became unstable in 
the area where buildings and trees were closely placed 
around the robot. However, this does not occur often, 
and, thus, if we plan the tour route carefully, then the 
developed system is quite practical as a tour guide sys-
tem for an outdoor theme park.

Experiment using the voice recognition system
We conducted the tour guide demonstration with 
the voice recognition system. The system used in this 
experiment consists of the proposed tour guide robot 
system, and the AI-based voice interaction system. The 
voice commands are transferred to the cloud-based 
AI system in real time. As shown in Fig. 26, the robot 
properly guided the guests to several sights by voice 
command.

Figure 26 1© shows a greeting scene. Figure 26 2© shows 
a scene in which the robot explains the first attraction. 
Figure  26 3© shows a scene in which the robot explains 
the second attraction. Figure  26 4© shows a scene in 
which the robot answers a question from a user.

Based on the experiment, we confirmed that the sys-
tem can conduct tour guide tasks corresponding voice 
requests.

Fig. 23  Collision-avoidance experiment

Fig. 24  Environment for the guided tour experiment. The blue circles 
describe the target points of the guided tour, and the flowchart 
describes the flow of the experiment and each attraction

Fig. 25  Guided tour experiment
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Experiment using the 5G network
We conducted two types of experiments with the 5G net-
work system: a tour guide experiment and a co-experi-
ence experiment. The environment of these experiments 
is shown in Fig.  27. In the environment, the 5G usable 
area is configured by two base stations.

Guided tour experiment
We conducted a guided tour experiment to confirm the 
performance of the developed system. This experiment is 
also conducted at the Huis Ten Bosch theme park. The 
environment and the procedure of the experiment are 
shown in Fig. 28.

Figure 28 1© shows the robot start the tour at the start 
position. In Fig.  28 2© , the robot arrives at the cheese 
shop, which is the first target point, and gives a descrip-
tion of the shop. Figure  28 3© shows the robot is intro-
ducing the theme park and navigating to the next point. 
In Fig. 28 4© , the robot arrives at the second target point, 
the flower garden, and provides a description of the types 
of flowers. In Fig. 28 5© , the robot arrives at the end point 

and announces the end of the tour. Figure 28 6© shows the 
robot returning to the start position after the tour is over.

Co‑experience experiment
Using the developed system, we confirmed the opera-
tion of the co-experience system in the 5G network area 
at Huis Ten Bosch. The user wears a VR head-mounted 
display, as shown in Fig.  29, and could experience the 
visual field of the robot and could see the image shown 
in Fig. 30. We confirmed that the robot experience could 
be shared from a remote location using the system devel-
oped by this experiment.

Conclusion
In the present paper, we developed a tour guide robot 
system and a co-experience system using new technolo-
gies: the QZSS and 5G.

In order to confirm the effectiveness of using the 
QZSS for the tour guide robot, the performance of the 
QZSS was examined, and its accuracy and stability were 
verified by a centimeter-class positioning system for 
autonomous service robots. We compared the accuracy 

Fig. 26  Experiment with the voice recognition system

Fig. 27  Environment for experiments with the 5G network system. 
The blue area describes the 5G area, and the window at top left 
shows one of the base stations of 5G

Fig. 28  Guided tour experiment using the 5G network

Fig. 29  User of the co-experience system
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of QZSS and RTK-GPS, and we think that the position-
ing accuracy of both systems is sufficient for the tour 
guide application if a stable GNSS signal is obtained. 
Experiments conducted at a theme park show that the 
tour guide robot successfully traveled 130 m repeatedly 
and acted as a guide to the attractions using the QZSS. 
The centimeter-class positioning service was started 
very recently (November 2018) and, to the best of our 
knowledge, this research is the first to use the CLAS of 
the QZSS for autonomous service robots. The QZSS 
can perform centimeter class positioning by only one 
module, so the developed robot system is more useful 
than common RTK-GPS-based mobile robot systems.

We also developed a co-experience robot system that 
allows us share the experience of the robot. The pro-
posed system uses a 5G network system for transport-
ing a 4K video stream of the experience of the robot. As 
mentioned in section “5G network”, the communication 
speed of outdoor wireless network by LTE is not suit-
able for the proposed application, and we believe that 
40 Mbps or more is necessary for co-experience appli-
cation using 4K 360-degree video.

In the future, we intend to improve the stability of 
the developed tour guide robot system by combin-
ing sensors including not only on-board sensors, such 
as 2D LiDAR and cameras, but also ambient sensors 
embedded based on the concept of the informationally 
structured environment [12]. In addition, pedestrian 
detection and tracking are also important functions 
for a safe and efficient autonomous robot system, and 
we intend to implement these functions and develop a 
practical tour guide robot system. Alternatively, with 
respect to the co-experience system, usability is an 
important factor. We are planning to develop a hybrid 
system of automatic and manual control that will real-
ize comfortable remote control by supporting manual 
commands with an autonomous system.
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