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Abstract 

The manipulation of deformable linear objects (DLOs) such as ropes, cables, and hoses by robots has promising 
applications in various fields such as product assembly and surgical suturing. However, DLOs are more difficult 
to manipulate than rigid objects because their shape changes during manipulation. Furthermore, preventing a DLO 
from colliding with the environment is important to prevent it from becoming entangled and causing shape control 
to fail. In this paper, we proposed an obstacle avoidance and shape control scheme for DLOs based on differenti-
able simulation that does not require prior data or a specialized controller. First, we established a dynamic model 
of the DLO that allows for both forward dynamics transfer and error backpropagation to obtain gradients. Then, we 
employed model predictive control to optimize the embedded neural network for predicting the actions that would 
manipulate the DLO. Finally, the control scheme was made applicable to DLOs with different material properties 
by allowing online adaptation of the model parameters essential to deformation during manipulation. Simula-
tions and real-world experiments demonstrate that the proposed control scheme could manipulate the DLO stably 
and accurately to avoid obstacles and achieve the goal state. In addition, the online adaptation of parameters helped 
mitigate the sim-to-real gap.
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Introduction
The robotics community has been extensively studying 
the manipulation of deformable objects for various appli-
cations [1, 2]. Unlike rigid objects, deformable objects 
change their shape during manipulation due to external 
forces, which increases the degrees of freedom (DoFs) 
and makes planning and control of the robot’s motion 
more challenging. Deformable linear objects (DLOs) 

such as ropes, cables, and hoses are common in house-
holds and industry, so tasks involving their manipulation 
have received increasing attention [3], such as tying knots 
[4], routing wires [5], and insertion [6]. Furthermore, 
the DLO manipulation methods can be generalized to 
deformable objects with more complex geometries such 
as cloth and soft tissues by extending the dimensional-
ity. Therefore, DLO manipulation is a promising area of 
study in the robotics field.

This study focuses on the manipulation problem of 
DLOs: moving a DLO from an initial shape to a given 
desired shape (i.e., goal shape) while avoiding obsta-
cles. This is referred to as the shape control problem for 
DLOs. The obstacle avoidance shape control of DLOs 
has specific applications. For example, in the wiring of an 
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automobile interior, the limited space and large number 
of parts inside the automobile create a challenging envi-
ronment for the cable, which is susceptible to entangle-
ment or severe damage. Therefore, one of the essential 
applications of our proposed method is to develop a solu-
tion that can dexterously avoid contact with other parts 
to achieve the desired shape. In our previous work [7], we 
proposed a differentiable simulation framework for mod-
eling DLO deformation and generating obstacle avoid-
ance trajectories offline. In this study, we extended the 
previous method into a shape control and obstacle avoid-
ance scheme for DLO manipulation with online adapta-
tion of the model parameters to mitigate the sim-to-real 
gap. In contrast to our previous method, the proposed 
control scheme does not rely on prior real-world data to 
determine the model parameters.

Solving the shape control problem requires develop-
ing an accurate model of DLO deformation. Specifically, 
the relation s = F(a) between the state s of the DLO and 
action a needs to be mapped, where F  is a blackbox func-
tion that outputs the state of the DLO (i.e., position or 
velocity) when an action (i.e., force or velocity) is input. 
A rigid body has few DoFs, which allows for an accurate 
formulation of F  based on physical laws. The inverse kin-
ematics can then be solved by using a = F−1(s) to con-
trol the state of the object. However, DLOs have many 
more DoFs than a rigid body and the action applied to 
the DLO has much fewer DoFs than the state of the DLO, 
so establishing such an underactuated control system is a 
major challenge.

Analytical models and data-driven methods are often 
used to model the deformation of a DLO. In computer 
graphics, the analytical model of a DLO is relatively 
straightforward compared with that of more complex 
deformable objects [8]. In robotics, the deformation 
of DLOs is commonly modeled by using mass–spring 
systems [9], the finite-element method (FEM) [10], 
and position-based dynamics (PBD) [11] because of 
their ease of implementation. However, these analytical 
models are only approximate, and they assume that the 
material of the DLO remains isotropic. The sim-to-real 
gap problem can be defined as the need to determine 
certain model parameters so that the model can achieve 
a close approximation of reality. Traditional methods 
for optimizing model parameters involve minimizing 
the error between simulated and real data. However, 
this approach can be time-consuming, and collecting 
new data when the material properties of the DLO have 
been altered is impractical. Therefore, the data-driven 
(i.e., learning-based) approach [12–14] is commonly 
used to model the deformation of a DLO. Learning-
based models such as neural networks (NNs) are 
trained to approximate the dynamics of a DLO. Then, 

techniques such as transfer learning and online learn-
ing can be used to apply trained models to untrained 
objects with different material properties. However, 
this approach requires the collection of large amounts 
of prior data for training, which usually comes from 
commercial physics engines such as Unity, Mujoco, and 
Isaac Sim instead of collecting real-world data. Further-
more, learning-based models have difficulty with effec-
tively learning the dynamics of a DLO in contact with 
the environment [15] or can only simulate some simple 
responses to a collision [16]. Thus, few learning-based 
models can consider scenarios with obstacles, which 
are ubiquitous in manufacturing sites.

In this paper, we consider the obstacle avoidance shape 
control problem for DLO, meaning that in addition to 
obtaining the deformation model of DLO a proper con-
trol scheme must be established. Given the sim-to-real 
gap of analytical models and large amount of prior data 
required by data-driven models, an alternative approach 
is to use differentiable simulation, which allows the defor-
mation of DLOs to be simulated by using an analytical 
model without requiring any prior data. Moreover, differ-
entiable simulation offers end-to-end differentiable capa-
bility that can be used to optimize the model parameters 
related to shape control online to reduce the sim-to-real 
gap. Specifically, we implemented an analytical model 
of DLO based on PBD from scratch in a differentiable 
framework. To obtain analytic gradients with respect to 
the parameters that need to be optimized, we made nec-
essary modifications to the analytical model of DLO due 
to the limitations of the auto-differentiation criterion. 
These gradients can then be used to update the param-
eters using gradient-based optimization methods. The 
differentiable simulation seamlessly embedded an NN 
controller, which predicts the actions necessary for shape 
control of the DLO. Model Predictive Control (MPC) 
optimizes the NN controller to output correct obstacle 
avoidance actions, even if the goal and environment con-
figuration changes. Additionally, we utilized a markerless 
perception algorithm to effectively recognize the state of 
the DLO during manipulation, thereby mitigating sim-
to-real errors caused by inappropriate simulation param-
eters through closed-loop visual feedback.

The contributions of this study are as follows:

• We extended the existing simulator to compute 
ready-to-use gradients from simulations that incor-
porate collision effects.

• We proposed a control scheme for the DLO to reach 
the goal state while avoiding obstacles. The control 
scheme can be adapted to different types of DLOs by 
adjusting deformation-related model parameters to 
reduce the sim-to-real gap.
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• Simulation and real-world experiments were con-
ducted to evaluate the effectiveness and stability of 
the proposed control scheme.

The remainder of this paper is structured as follows. 
Sect.  "Related work" presents a literature review on 
related studies. Sect.  "Problematization and approach" 
describes the problem setting and presents an over-
view of the proposed control scheme. Sects.  "Differenti-
able position-based dynamics" and "Shape control with 
online parameters adaptation" describe the parts of the 
proposed control scheme in detail. Sect.  "Validation" 
presents the simulation and real-world experiments 
performed to validate the proposed control scheme. 
Sect. "Conclusion" concludes the paper.

Related work
DLO manipulation can be categorized as a control or 
planning problem. The former is usually limited to small 
deformation tasks and does not consider the effects of 
contact with the environment whereas the latter con-
siders large deformation tasks in a constrained environ-
ment. Below, we review some common approaches used 
to solve these two problems.

Analytical models
Analytical models are a mature approach and are widely 
used to control or optimize the actions of a DLO. Such 
models are highly interpretive and can be easily inte-
grated into classical control theory. Among analytical 
models, FEM [10, 17, 18] based on strict material and 
mechanical laws is generally considered the most accu-
rate. However, high precision in simulations comes with 
drawbacks such as high computational requirements 
and difficult implementation. Moreover, the simulation 
results can be heavily influenced by material properties 
such as Young’s modulus and Poisson’s ratio. To address 
this issue, some researchers have resorted to empiri-
cal determination or derivative-free optimization algo-
rithms, such as the Nelder–Mead algorithm [19] and grid 
search [20]. However, these techniques require collect-
ing prior data again to determine the material properties 
whenever the properties of the DLO change. Alterna-
tively, mass–spring systems and PBD have been used to 
approximate exact physical phenomena to simulate DLO 
deformation [21, 22]. Although these methods are easy 
to implement and fast, they encounter the same difficulty 
with determining critical parameters such as stiffness 
coefficients.

For DLOs, the planning problem involves generating a 
path from the initial state to the goal state while avoiding 
obstacles. Because of the high dimensionality of a DLO, 
obtaining an analytical solution for inverse kinematics is 

impractical. Therefore, sampling algorithms such as the 
rapidly exploring random tree (RRT) [23] and probabil-
istic roadmap methods (PRM) [24] have become widely 
adopted. Researchers then integrate an analytical model 
capable of generating valid DLO shapes into a classi-
cal high-dimensional planner [25–28]. However, such 
methods heavily rely on an accurate DLO energy model 
to calculate stable shapes in equilibrium. In addition, the 
absence of closed-loop control means that there is no 
assurance of a favorable execution outcome in the real 
world.

Learning‑based methods
The application of learning-based methods to DLO 
manipulation can be divided into three main categories: 
offline learning using NNs to approximate the global 
dynamics of a DLO, online inference of Jacobian matrices 
representing the local deformations of a DLO, and end-
to-end learning of a control strategy.

For offline learning of the global dynamics, various net-
work constructs have been proposed. Wang et al. [13] and 
Li et al. [29] used graph neural networks to treat a DLO 
as a graphical structure with vertices and edges. Similarly, 
Yang et al. [12] and Yan et al. [30] used bidirectional long 
short-term memory to learn the interactions between 
the segments of a DLO. To avoid the difficulty of directly 
learning nonlinear dynamics, Zhang et  al. [31] and Yan 
et al. [32] encoded the image of a DLO into a latent space 
where linear dynamics can be easily learned. Each of 
these approaches uses model predictive control (MPC) to 
control the differentiability of actions to manipulate the 
DLO because NNs are inherently differentiable. However, 
obtaining differentiable dynamics requires first collecting 
a large amount of prior data from the real world or simu-
lations. In addition, learning the complex dynamics of a 
DLO in contact with its environment remains an issue.

In online inference, small local deformations of the 
DLO are assumed linear. This assumption can be used 
to create a Jacobian matrix that maps the velocity of the 
robot’s end-effector to the states of the DLO. The con-
trol inputs applied by the robot to the DLO can then be 
derived by solving the inverse Jacobian matrix, which is 
commonly referred to as visual servoing [33–35]. Ber-
enson et  al. [36] approximated the Jacobian matrix by 
using the diminishing stiffness of a deformable object. 
Zhu et  al. [37] parameterized the shape of the DLO by 
using a Fourier series and used the shape parameter to 
estimate the Jacobian matrix of the local deformations of 
a cable for online two-handed manipulation. Yu et al. [14] 
used a radial basis function network to learn the Jacobian 
matrix of local deformations from simulation data. They 
then updated the Jacobian matrix online to compensate 
for errors caused by changes in the properties of the DLO 
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and inaccurate modeling. However, these methods have 
limited ability to handle large deformations or account 
for the presence of obstacles because they constrain non-
linear DLO deformations to linear deformations.

Reinforcement learning (RL) is typically used for end-
to-end learning of a DLO control strategy [38], where 
the actions of a robot are directly output from visually 
observed inputs. Han et al. [39] used the model-based RL 
algorithm PILCO to learn a strategy for manipulating a 
DLO on a 2D plane. Wu et al. [40] used the model-free 
RL algorithm soft actor–critic (SAC) to learn a strat-
egy for placement and selection where images are taken 
directly as the input. However, RL methods are typically 
trained on simulation data because of the high cost of 
obtaining real-world data. Therefore, further research is 
needed on whether the learned strategies perform well 
in the real world. Additionally, imitation learning has 
recently garnered considerable attention due to its abil-
ity to enable robots to generate motions based on human 
demonstrations at speeds comparable to human perfor-
mance. Examples include teaching a robot to use a tool 
to pick up objects [41] or perform long-term tasks such 
as writing and erasing [42]. However, a limitation of these 
studies is that generalization to untrained tasks does not 
yield stable results or requires the re-collection of teach-
ing data for new tasks. In contrast, methods based on dif-
ferentiable simulation can generalize the control scheme 
to various tasks by modifying the objective function, 
without the necessity of reconstructing the model.

Differentiable simulation
In the field of robot manipulation, differentiable simu-
lation is primarily used for parameter identification 
[43] and motion control [44, 45]. The main distinction 
between differentiable simulation and analytical mod-
els is that the former requires an analytical model of the 
dynamics to be constructed as well as backpropagation of 
errors like in deep learning to obtain the analytical gradi-
ents of the model parameters. These gradients can then 
be used to optimize the parameters. Thanks to recent 
advances in differentiable programing, automatic dif-
ferentiation techniques can now be applied to the error 
backpropagation of analytical models. Various studies 
have applied differentiable simulation to manipulating 
deformable objects. Chen et  al. [46] proposed an end-
to-end learning pipeline that uses a differentiable physics 
engine to teach a NN how to represent high-dimensional 
point cloud data collected from a deformable object. 
Millard et  al. [47] represented a deformable object with 
a tetrahedral FEM mesh and optimized the material 
parameters to minimize the discrepancy between the 
observed and predicted values. Liu et  al. [21] proposed 
differentiable formulations to represent the deformations 

of extensible and inextensible rope-like objects. These 
formulations solve the parameter estimation problem 
and mitigate the sim-to-real gap to match rope physics to 
realistic scenarios. Our approach is similar to that of Liu 
et  al. [21], but we also made collision effects differenti-
able during the simulation episode and achieved obstacle 
avoidance shape control, which is not considered in [21]. 
In addition, we achieved online parameter adaptation 
coupled with shape control, rather than offline parameter 
identification as presented in [21].

Problematization and approach
Problem setting
This study addresses the problem of dynamic manipula-
tion planning for deformable objects, without consider-
ing the manipulation sequence between different objects 
such as grasping, moving, and dropping. In particular, a 
DLO is continuously moved from an initial state to a goal 
state within a constrained environment. The manipula-
tions must be dynamically planned to prevent collisions 
between the object and the environment throughout the 
movement. This category of problems involves deform-
able objects that undergo continuous state changes and 
deformations during manipulation, necessitating real-
time sensing and prediction of their shape and position. 
To characterize this, we created a laboratory scenario 
as shown in Fig. 1. The state of the DLO is represented 
by the positions of several nodes uniformly distributed 
along its length. During manipulation, the DLO must 
avoid obstacles and overstretching (i.e., the distance 
between the two endpoints cannot exceed the original 
length of the DLO). Our aim was to develop a control 
scheme that generates a sequence of actions by the end-
effectors of the robot that minimizes the positional dif-
ferences between the DLO after manipulation and the 
goal state. We made the following assumptions:

• The robot does not move very quickly, and the DLO 
is in a quasi-static state, which means that the DLO 

Fig. 1 Schematics of the DLO manipulation task
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is only subjected to elastic and gravitational potential 
energies while inertial effects can be ignored.

• The DLO is made from an isotropic and inextensible 
material that only undergoes elastic deformation.

• An RGB-D camera captures the entire state of the 
DLO, and there is no occlusion or self-intersection 
during manipulation.

• The positions and shapes of the obstacles are fixed 
and known.

Then the manipulation of the DLO can be described as 
an optimization problem:

Here, s1:T = [s1, . . . , sT ] ∈ R
3nT denotes all states of 

the DLO in the timespan T  , where st = [x1, . . . , xn] ∈ R
3n 

denotes the state of the DLO at the time step t , xk ∈ R
3 

denotes the k th node of the DLO, and n is the number 
of nodes. a1:T−1 = [a1, . . . ,aT−1] ∈ R

µ(T−1) denotes the 
sequence of actions throughout the timespan, at ∈ R

µ 
denotes the action at the time step t , and µ is the DoF 
of the action. The function Dθ represents the dynamics 
of the DLO, where θ denotes parameters related to the 
deformation. When the state st and action at of the cur-
rent time step t are given, the state of the next time step 
st+1 can be computed as st+1 = Dθ (st ,at) . The function 
loss denotes the objective function used to solve the opti-
mization problem, s1 and sT denote the initial and final 
states of the DLO before and after manipulation, respec-
tively, and sg = [x

g
1, . . . , x

g
n] ∈ R

3n denotes the goal state. 

(1)
a∗1:T−1 = arg min

a

(

loss
(

sT , s
g
))

s.t. s2:T = Dθ (s1,a1:T−1)#(1)

Solving this optimization problem generates an opti-
mal sequence of actions a∗1:T−1 that minimizes the error 
between the final and goal states.

Outline of the proposed control scheme
Figure  2 shows the proposed control scheme based on 
differentiable simulation. This approach has two advan-
tages: the dynamics of the DLO can be obtained without 
relying on prior data, and the scheme can be adapted to 
different types of DLOs. First, PBD is used to construct 
an analytical model that represents the deformation of 
the DLO with end-to-end differentiability. The use of 
automatic differentiation eliminates the need for a data-
driven approach to obtain the dynamics of the DLO 
while providing the required gradients for task optimiza-
tion. Next, an NN is integrated into the model as a con-
troller to predict the corresponding action in the current 
state. MPC is used to update the NN weights via a gradi-
ent-based optimization algorithm to determine the opti-
mal action. The upper half of Fig. 2 illustrates one control 
horizon of the MPC given the current state st and model 
parameter θ t . By minimizing the error between the goal 
state sg and the state st+H of the DLO after a control 
horizon, an optimized action sequence 

[

a∗t , . . . ,a
∗
t+H−1

]

 
can be obtained. To reduce the sim-to-real gap, we can 
adjust the parameters associated with deformation of 
the DLO during execution of the optimized actions. As 
shown in the lower half of Fig.  2, this is done by mini-
mizing the error between the simulated state srt+H and 
corresponding observed state st+H of the DLO. Thus, 
the proposed control scheme can be applied to different 

Fig. 2 Proposed control scheme: one control horizon for MPC (upper) and online parameter adaptation (lower)
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types of DLOs without the need to collect prior data 
from the real world.

In a related approach, Yang et al. [48] proposed an algo-
rithm for action control based on learning dynamics. In 
contrast, our proposed control scheme obtains the gra-
dients from the simulation directly followed by action 
optimization and parameter identification. This circum-
vents the need to train the NN and interpret the ration-
ality of the network structure. This work is an extension 
of our previous work [7], where we proposed a method 
of generating obstacle avoidance trajectories to reach the 
goal state offline. Our proposed control scheme improves 
upon our previous work in three main aspects: we use 
MPC to shift shape control of the DLO from an open 
loop to a closed loop, we integrate a parameter identifi-
cation module into the control scheme, and we validated 
our proposed control scheme by conducting additional 
simulations and real-world experiments.

Differentiable position‑based dynamics
Motivation
We modeled the dynamics of a DLO by using Cosserat 
rods [49], which we implemented by using PBD. To 
reduce the computational cost, we used compliant PBD 
(XPBD) [50]. Traditional dynamic models calculate the 
acceleration of an object based on the applied force and 
then updates the velocity and position of the object by 
integration over time. In contrast, PBD directly modi-
fies the positions of the particles (which are equal to the 
nodes of the DLOs mentioned in the problem setting) 
that compose the object and thus does not need to solve 
for velocity, which makes the model lightweight and easy 
to implement.

We selected Cosserat rods [49] to model the dynam-
ics of the DLO for several reasons. First, this model 
can accurately represent elastic deformations such as 
stretching, shearing, bending, and twisting of the DLO. 
In addition, constraints can be incorporated to simulate 
responses to a collision. Second, external manipulations 
of the DLO can be directly represented as a sequence of 
positions, which avoids the problem of overshooting due 
to explicit integration. Third, the computational formu-
las are fully differentiable, which facilitates differentiable 
simulation in an auto-differentiation framework without 
requiring additional approximations such as the linear 
complementarity problem. PBD deviates from real-world 
behavior because it prioritizes visual plausibility over 
strict adherence to physical laws, but the sim-to-real 
gap can be narrowed by online adaptation of the model 
parameters. For brevity, only the key formulas are pre-
sented here. Detailed derivations are available in the lit-
erature [49, 50]. We adopted Kugelstadt and Schömer’s 
concept [49] of treating the orientation as the same as the 

position and their stretch/shear constraints and bending/
twisting constraints. We made three extensions to their 
original model: we added a collision constraint to simu-
late deformations that occur when the DLO contacts with 
obstacles, we employed XPBD to solve the constraint 
equations, and we implemented an auto-differentiation 
framework to obtain the gradients.

Original model
Figure  3 shows the Cosserat rods used to model a 
DLO with n positions and n+ 1 orientations. The posi-
tions are defined as x = [x1, . . . xn] ∈ R

3n in a Carte-
sian coordinate system. The orientations are defined as 
q =

[

q1, q2, . . . , qn+1

]

∈ R
4(n+1) , where qi∈ R

4 is a qua-
ternion that represents the rotation from the global frame 
(e1, e2, e3) ∈ R

3 rotated to the material frame. To simplify 
the notation, the position and orientation are integrated 
into the set p = [x, q] . The corrections to the position 
and orientation �p are calculated for each time step by 
solving the set of constraint equations C(p +�p) = 0 . 
These constraints can be linearized by using the Taylor 
series expansion:

where ∇pC is the Jacobian matrix of C with regard to vec-
tor p . This equation can be solved by restricting �p to 
the derived orientation of the constraint function:

where M is the mass/inertia matrix 
diag(m1 · 1,m2 · 1, . . . ,mn · 1, I1, I2, . . . , In−1) . The 
change in the Lagrange multiplier �� can be computed 
separately for each constraint j by using the Gauss–Seidel 
solution.

The original model defines two constraints to represent 
the deformability of a DLO, which we describe here.

Stretch and shear constraint Based on the Cosserat the-
ory, the measured strain due to shear and stretching was 

(2)C(p +�p) ≈ C(p)+ ∇pC�p = 0

(3)�p = M−1
(

∇pC
)T

��,

Fig. 3 Geometry of Cosserat rods represented as positions 
and orientations
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coupled to the difference between the tangent vector of 
the centerline and the normal of the cross-section. There-
fore, the stretch and shear constraint Cs is formed by two 
adjacent particles with positions xi and xi+1 and the qua-
ternion qi between them:

where l is the resting length between the two particles. 
For simplicity, we assumed that all l values are equal. R(·) 
denotes the rotation matrix converted from the quater-
nion. Next, the derivatives with regard to the involved 
positions and quaternions can be obtained:

where I(·) and R(·) denote the imaginary and real parts, 
respectively, of the quaternion, q is the conjugate qua-
ternion, and [·]× denotes the skew-symmetric matrix of 
a vector.

Bend and twist constraint We employed the Darboux 
vector � to define the measured strain due to bending 
and twisting. The bend and twist constraint Cb can be 
coupled with the two adjacent quaternions qi and qi+1 to 
compute the difference from the resting value:

where q0i  and �0 denote the quaternion and Darboux 
vector at the resting state, respectively. The derivatives 
from the involved quaternions were obtained as follows:

Extensions for our approach
We added a third constraint to represent the deformabil-
ity of a DLO.

Collision constraint The response of the DLO to a col-
lision with an obstacle must be considered. We did not 
consider the response of the DLO to collision with itself 
to reduce the computation time. In PBD, the collision 
response can also be treated as a constraint. First, we can 
test the ray xt,i → xt+1,i for each particle i to determine 

(4)Cs(xi, xi+1, qi) = (xi − xi+1)/l − R
(

qi
)

e3,

(5)∇xiCs = −∇xi+1Cs = −1/l · 13×3,

(6)∇qCs = 2
(

I(e3q)|R(e3q)13×3 − [I(e3q)]
×
)

,

(7)
Cb

(

qi, qi+1

)

= I
(

qiqi+1 − qi
0q0i+1

)

= �− ξ�0,

(8)ξ =

{

+1if
∣

∣�−�0
∣

∣

2
<

∣

∣�+�0
∣

∣

2
,

−1if
∣

∣�−�0
∣

∣

2
>

∣

∣�+�0
∣

∣

2
,

(9)∇qiCb = −

(

−qi+1|qi+1,013×3 −
[

qi+1

]×
)

,

(10)∇qi+1Cb = +

(

−qi|qi,013×3 −
[

qi
]×

)

.

whether the ray penetrates the obstacle, and we can 
compute the entry point xic and surface normal nic at 
this position. xic is replaced by the point on the surface 
of the obstacle nearest to xt,i if the ray lies completely 
inside the obstacle, and nic is replaced by the normal at 
the nearest point. Next, the unilateral constraint function 
Cc(xi) = (xi − xic) · nic is defined, and an inverse stiff-
ness β = 1 is added. Then, the derivative with regard to 
the position can be readily obtained by ∇xiCc = nic.

XPBD can be to solve the constraint Eq. (3):

Here, �ij is the total Lagrange multiplier for constraint 
j at the current iteration i . ˜β = β/�t2, where β and �t 
denote the inverse stiffness and time step, respectively.

Algorithm 1 Modified PBD for differentiable simulation 

After solving all the constraint functions, the linear 
and angular velocities of each particle are updated by 
the corrections to the position and quaternion. Then, 
the velocity is multiplied by a damping factor, such as, 
v = (1− ξv)

�tv , to represent the energy dissipation. The 
damping factor ξv indicates the damping ratio per second 
of the corresponding velocity. The larger the damping 
factor, the more energy is dissipated and the faster the 
model is stabilized.

The original PBD updates the position and orientation 
at each time step but only stores the most recent state and 
overwrites past states. Differentiable simulation requires 
storing all intermediate states, which allows automatic 
differentiation tools to compute the analytic gradients of 

(11)
��j = −

(

∇pCjM
−1∇pC

T
j + ˜βj

)−1(

Cj

(

pi
)

+ ˜βj�ij

)

.
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the parameters. Thus, Algorithm  1 presents the modified 
PBD framework for differentiable simulation. Lines 1 and 
2 initialize the state of the object and create the parameter 
sequence required to compute the gradients, such as the 
stiffness β and action a . Lines 3–14 present the standard 
PBD framework. To calculate the gradients, all momen-
tary states and the intermediate process of iteratively solv-
ing the constraints are stored in lines 8 and 9. Lines 15 and 
16 compute the error according to a predefined objective 
function. Then the gradient of the error with respect to the 
parameter θ is computed by backpropagation.

Shape control with online parameters adaptation
Model predictive control
The shape control of a DLO can be treated as an optimi-
zation problem for MPC, where the entire timespan T  is 
divided into several control horizons H and the actions in 
each control horizon are optimized. For a given state st at 
the time step t , a goal state sg , and the dynamics D of the 
DLO, a controller is required that can predict the action 
at at the current time step, which we approximated by 
using an NN with four fully connected layers. The input 
layer with a size of n × 3 × 2 neurons consists of the current 
state st and goal state sg . The two hidden layers both have 
a size of 256 neurons, and the output layer with a size of µ 
neurons consists of the movement velocity ut ∈ R

µ . Hid-
den layers are connected by a ReLU function, other layers 
are connected by linear functions. The prediction of the 
NN is represented by πw

(

st , s
g
)

= ut , where w denotes 
the weight of the NN. The current state can be computed 
by using at = at−1 +�tut , where �t is the time interval. 
The NN is embedded into the model as shown in Fig. 2 to 
optimize the weights using a gradient-based optimization 
method.

We adopted a shooting approach for MPC. For a 
given control horizon, the current state st is input to 
the NN, which outputs the current action at accord-
ing to at = at−1 + πw

(

st , s
g
)

·�t . The state in the 
next time step st+1 can then be computed based on the 
dynamics of the DLO: st+1 = Dθ (st ,at) . By analogy, the 
state sequence st+1:t+H = [st+1, . . . , st+H ] and action 
sequence at:t+H−1 = [at , . . . ,at+H−1] can be computed. 
The weights of the gradients with respect to the NN are 
backpropagated from the sum of future errors. To avoid 
obstacles, we define a specialized objective function L1 as 
illustrated in Fig. 4 that applies an artificial potential field:

where ω1 , ω2 and ω3 are the tradeoff coefficients. They 
represent the scaling of the corresponding terms. 

(12)
L1

(

st+1:t+H , sg
)

=
1
H
∑t+H

i=t+1
(

ω1‖si − sg‖ + ω2U(si)+ ω3‖ui‖
2)

�si − sg� represents the positional error between the cur-
rent state and goal state, and ‖ui‖

2 is a term that limits 
the speed of the action. U(xk) is designed with a repulsive 
potential to prevent the node xk from colliding with the 
obstacle O:

where d(xk) = min
xk ′∈O

�xk − xk ′� is the closest distance 

between a node on the DLO and the obstacle and εd is 
the maximum distance at which the repulsive potential 
works. Then, each control horizon can be represented as 
an optimization problem for the weights of the NN: 

The gradient optimization algorithm efficiently solves 
the optimization problem by using the gradients obtained 
by backpropagation. Combining differentiable simulation 
with MPC offers two advantages. First, there is no need 
to learn gradients by learning the dynamics from prior 
data. Second, compared to model-free RL algorithms, 
various similar tasks can be accomplished by simply 
changing the objective function without retraining.

(13)U(xk) =

{

(

1
d(xk )

− 1
εd

)2
, d(xk) < εd

0, otherwise

(14)
w∗ = arg min

w
L1

(

st+1:t+H , s
g
)

s.t.st+1 = Dθ (st ,at)
at = at−1 +�tπw

(

st , s
g
)

Fig. 4 Definitions of the terms in the objective function L1
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Algorithm 2 Shape control with online adaptation of parameters

input time steps , horizon , iteration ℐ

1 initialize ,

2 while < do
3 for  to ℐ do
4 for  to do
5 compute +  using 

6 compute +  using 

7 end for
8 compute ℒ1 using Eq. (13)

9 obtain ∇ ℒ1 from Algorithm 1

10 update  using ∇ ℒ1
11 end for
12 execute ∗

+ ―1 in real world

13 perceive +  from real world

14 for  to ℐ do
15 execute ∗

+ ―1 in simulation

16 ℒ2←‖ + ― + ‖

17 obtain ∇ ℒ2 from Algorithm 1

18 update using ∇ ℒ2
19 end for
20 +

21 end while

Online adaptation of parameters
The simulated deformation of a DLO is influenced by 
physical parameters such as the stiffness, mass, and 
damping. To narrow the sim-to-real gap, we can modify 
such parameters based on visual feedback from shape 
control of the DLO. In our proposed control scheme, 
the completion of a control horizon generates the state 
sequence st+1:t+H and action sequence at:t+H−1 . Exe-
cuting the generated action sequence in the real world 
generates the state sequence srt+1:t+H in the real world, 
which can be obtained via a visual perception algorithm. 
The adaptation of the model parameters can then be rep-
resented as an optimization problem:

where θ denotes the model parameter that needs to be 
recognized and L2 = �st+H − srt+H� represents the posi-
tional error between the simulated and real-world states. 
To save manipulation time, only the final state in one 
control horizon is used to calculate the error.

Algorithm  2 incorporates online parameter adapta-
tion represented by (15) into the shape control discussed 
in Sect.  "Model predictive control". Line 1 initializes 
the model parameters and weights of the NN. Line 20 
indicates that the entire timespan is divided into sev-
eral control horizons H for processing. Lines 4–11 
describe the optimization process of the MPC for one 

(15)
θ∗ = arg min

θ

L2

(

st+H , s
r
t+H

)

s.t.st+1 = Dθ (st ,at)

control horizon, from which a sequence of control hori-
zon actions a∗t:t+H−1 is generated. Lines 12 and 13 exe-
cute a∗t:t+H−1 in the real world, which moves the DLO to 
an intermediate state. Then, the real-world state of the 
DLO is obtained based on the visual perception algo-
rithm. Lines 14–19 repeatedly execute the same action 
sequence in the simulation and iteratively update the 
model parameters by comparing the simulated and real-
world states of the DLO.

Validation
Simulations
We conducted simulations to investigate the accuracy 
of the proposed control scheme at controlling the shape 
the DLO. Thus, we used fixed parameters without online 
parameter adaptation. The objective was to investigate 
the positional error between the current and goal states 
of the DLO after manipulation with the proposed control 
scheme.

Implementation and setting of the simulation
The differentiable simulation of the DLO was imple-
mented by using the automatic differentiation frame-
work Taichi [51], which allows for parallel computation 
and reduces the computational time to obtain the ana-
lytic gradients. Adam was used for optimization. The 
rest of the proposed control scheme was implemented in 
Python. A computer with an Intel Xeon Gold 6242 CPU 
and Quadro RTX 6000 GPU was used for the simula-
tions. The DLO was represented by 40 nodes ( n = 40 ) 
and was grasped at its ends by end-effectors. As assumed 
in the problem setting presented in SubSect.  "Problem 
setting", there is no self-intersection during the manipu-
lation of the DLO. To prevent DLO from self-intersect-
ing, we ignored the twist thereby limiting the DoFs of 
each action to only translations and without rotations 
( µ = 2× 3 ). Table 1 presents the main simulation param-
eters related to the deformation of the DLO. The MPC 
hyperparameters were set to T = 400,H = 5, I = 30 , 
and ω1 = 1.0 m−1,ω2 = 0.01 m2,ω3 = 0.5 s2/m2 . The 

Table 1 Main simulation parameters of the DLO

Parameters Meaning Value

L Length ( m) 0.45

m Mass ( kg) 0.5

I Inertia ( kg ·m2) 0.05

�t Time interval (sec) 0.01

ξv Damping coefficient of the linear velocity 0.1

ξω Damping coefficient of the angular velocity 0.3

βb Stiffness coefficient of the bending ( m2/N) 0.003
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initial state of the DLO was a straight line (Fig.  5), and 
the goal state was randomly generated. Three cylinders 
with identical radii of 0.03 m but varying heights of 0.13, 
0.16, and 0.19 m were installed as obstacles on the verti-
cal plane. 

Simulation results
We tested the method on 10 different goal shapes, and 
the error for all cases was below 5  mm with an aver-
age error of approximately 2.7 mm. Figure 5 shows two 
examples of manipulation processes, which demonstrate 
the ability of the proposed control scheme to avoid obsta-
cles and move the DLO from the initial state to the goal 
state. No prior data were collected to learn the dynamics 
of the DLO.

Real‑world experiments
We conducted real-world experiments to investigate the 
accuracy of the proposed control scheme on different 

types of DLOs and the effectiveness of online parameter 
adaptation at narrowing the sim-to-real gap. We also 

Fig. 5 Snapshots of two simulations of DLO manipulation tasks. The top row shows the front view, and the bottom row shows the top view. 
The magenta points indicate the goal states, the blue points are the corresponding nodes on the DLO, and the green lines indicate the actions 
generated by the proposed control scheme

Fig. 6 Setup for the real-world experiment
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conducted an ablation study to evaluate the effectiveness 
of individual modules of the proposed control scheme.

Instrument and setting
As shown in Fig. 6, one end of the DLO was grasped by 
a CR5 robot while the other end remained fixed. To pre-
vent the DLO from self-occlusion, which makes it diffi-
cult to measure the state of the DLO from the real world. 
Similar to the simulation setting, again we did not con-
sider the twist thereby limiting the DoFs of the end-effec-
tor to only translations and without rotations ( µ = 3 ). 
The experiments were performed with a black back-
ground and white DLO. An Azure Kinect camera was 
used to acquire both RGB and depth images of the DLO, 
which were processed by using OpenCV. The positions of 
obstacles were determined by augmented reality mark-
ers. The MPC hyperparameters were identical to those 
used in the simulation experiments (Sect. "Simulations"). 
Two DLOs were tested using three different goal states. 
The first DLO was a softer rope with a length of 0.45 m 
and diameter of 8  mm. The second DLO was a harder 
cable with a length of 0.55 m and diameter of 5 mm. The 
states of the DLOs were represented by 30 and 40 nodes, 
respectively.

Figure  7 shows the markerless perception algorithm 
that we used to obtain the actual state of the DLO. The 
inputs consisted of RGB and depth images that con-
tained the DLO, the length L of the DLO, and the number 

n of nodes used to represent the state of the DLO. An 
RGB-D camera was used to capture the images from 
which the length was measured. The number of nodes 
was artificially defined to ensure adequate representa-
tion of the DLO geometry. Segmenting the DLO region 
in the image is an essential step that can be done by tra-
ditional image processing or data-driven approaches, but 
this was beyond the scope of this study. Therefore, we 
set the background to a pure black color that contrasted 
with the white color of the DLO so that the DLO could 
be segmented by binarization. Then, the centerline of the 
DLO was extracted by using skeletonization. The pixels 
of the centerline were projected into a 3D point cloud 
and sorted. The first and last points in the sorted point 
cloud were treated as the first node x1 and last node xn . 
The remaining nodes were then searched for in the point 
cloud by a greedy algorithm, which ensured that the error 
of the Euclidean distance between neighboring nodes was 
under a given threshold ǫ with respect to L/(n− 1) . Once 
all the nodes were found, a chain was obtained consisting 
of nodes that were uniformly distributed over the DLO. 
This approach enabled quick detection of the actual state 
of the DLO while keeping it physically inextensible.

Real‑world experimental results
Table  2 presents the differences between the model 
parameters of the rope and cable owing to the differ-
ences in their properties. In particular, the cable had a 
larger stiffness coefficient than the rope, which is con-
sistent with their material properties. Figure 8 shows the 
manipulation process of the DLOs. The visual percep-
tion algorithm allowed for robust real-time acquisition 
of the DLO state for online adaptation of model param-
eters. Even when the physical properties of the DLO were 
altered, the proposed control scheme could adapt the 
parameters to reduce the sim-to-real gap. Thus, we were 
able to successfully move the DLO to avoid obstacles and 
reach the goal state. As presented in Table 3, the average 
error in the real-world experiments was approximately 
1 cm. Each error was defined as the average of the sum 
of the node-by-node Euclidean distances between the 
state after the manipulation sT and the goal state sg , i.e. 

Fig. 7 Markerless algorithm for obtaining the state of the DLO

Table 2 Parameter adaptation

Parameters Initial value Adapted value 
(rope)

Adapted 
value 
(cable)

m(kg) 1.0 0.984 1.017

I (kg ·m2) 0.05 0.072 0.005

ξv 0.1 0.006 0.021

ξω 0.3 0.290 0.298

βb(m2/N) 0.003 0.0057 0.0062



Page 12 of 15Ying and Yamazaki  ROBOMECH Journal           (2024) 11:15 

�sT − sg� = 1
n

∑n
i=1 �xi − x

g
i � . Several factors contrib-

uted to the larger error than in the simulation, such as 
limitations in the camera accuracy, errors in robot–cam-
era calibration, and imprecise DLO modeling. However, 
because we did not use any markers to acquire the state 
of the DLO and did not learn its dynamics based on any 
prior data, we believe that the proposed control scheme 
is effective at controlling the shape of the DLO. Movie 
1 in the supplementary information demonstrate the 
manipulation of the DLOs in detail.  

Results of the ablation study
Neutral networks We conducted simulations to test the 
contribution of the NN to the shape control of the DLO. 
In scenarios without the NN, the DLO simulation con-
structed is end-to-end differentiable, allowing for the 
direct calculation of the gradient of the objective function 

value with respect to the action. Subsequently, a gradi-
ent descent method, such as Adam, was employed to 
optimize the sequence of actions for each MPC horizon. 
Fig. 9 (left) shows the results. For a given goal state and 
timespan, the average and variance of the control error 
were significantly reduced with the NN than without it. 
Despite our best efforts to optimize the action sequences 
by tuning the hyperparameters, the results still had a 
high probability of falling into a local optimum without 
the NN.

Online parameter adaptation Next, we investigated 
the contribution of online parameter adaptation to shape 
control using the fixed parameters given in Table I for the 
rope. The goal state was GOAL 1, and no online param-
eter adaptation was enabled. The results are shown in 
Fig. 9 (right). The error converged to a smaller value with 
online parameter adaptation than without, which can be 
attributed to narrowing of the sim-to-real gap. As shown 
in Fig. 10, a large discrepancy was observed between the 
simulated and real-world states without online parameter 
adaptation, which caused the shape control to converge 
to a local optimum that ultimately left the DLO in a posi-
tion far from the goal state.

Fig. 8 Snapshots of manipulation of the rope (top) and cable (below) in real-world experiments with different goal states and obstacles. The 
magenta points indicate the goal states, the blue points are the results of the markerless perception algorithm

Table 3 Errors (in meters) of shape control in the real world

Case1 Case2 Case3 Average

Rope 0.018 0.011 0.009 0.0126

Cable 0.010 0.011 0.007 0.0093
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Conclusion
In this paper, we proposed a control scheme for DLOs 
that eliminates the need for a priori data and special-
ized controllers. Our scheme uses differentiable simula-
tion to facilitate not only forward dynamics transfer but 
also error backpropagation to obtain gradients useful for 
task optimization, and the shape control combines MPC 
with an embedded NN controller and online parameter 
adaptation to narrow the sim-to-real gap. Simulations 
and real-world experiments showed that the proposed 
control scheme was able to accurately manipulate DLOs 
into desired shapes while avoiding obstacles with average 
errors of 3 mm and 1 cm, respectively. Ablation studies 
were conducted that demonstrated the necessity of the 
NN controller and online parameter adaptation module 
for the proposed control scheme.

However, the proposed control scheme still has some 
limitations. First, the sim-to-real gap is still present, 

which is inevitable because DLOs are not made of com-
pletely isotropic materials in the real world, and they 
are prone to plastic deformation and perception errors. 
Therefore, building a perfect model that completely 
matches the real-world deformation of a DLO is not pos-
sible, which explains the much larger control error in 
the real-world experiment than in simulation. Second, 
our study was focused on control rather than planning, 
so the path of actions may not be globally optimal. In 
addition, the control actions were limited to translation 
because the DLO interacting with itself was not consid-
ered. Third, the computation time was relatively long 
at approximately 1.7 s to complete a control horizon. 
This limitation can be attributed to two primary fac-
tors. The first reason is that the more precise the simula-
tion model is, the greater the number of computational 
steps required, which in turn results in a more complex 
computational graph for automatic differentiation. The 

Fig. 9 Ablation study of the NN and online parameter adaptation (PA). The left image shows the average and variance of the error in 10 goal states 
with and without the NN. The right image shows the update of the shape control error with and without PA for the goal state

With PA Without PA

Fig. 10 States of the DLO after manipulation in both the simulation and real world with online parameter adaptation (PA) (left) and without (right). 
With PA, the sim-to-real gap was small and had a minor influence on the real-world results. Without PA, the sim-to-real gap was large and resulted 
in a more significant control error
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second reason is that the currently employed optimiza-
tion method, namely gradient descent, necessitates a sub-
stantial number of iterations before the error converges. 
To reduce the computational time, some unnecessary 
computational steps may need to be removed from the 
computational graph of automatic differentiation. Fur-
thermore, more efficient optimization algorithms would 
need to be employed to substitute the simple gradient 
descent method and thus decrease the number of opti-
mization iterations. Finally, the existing control scheme 
is unable to effectively address the issue of shaping the 
DLO through contact with the external environment. 
This is because the constructed objective function solely 
considers the artificial potential field for obstacle avoid-
ance, which would result in the DLO maintaining a dis-
tance from the obstacle. To achieve the desired outcome 
of contact with the external environment, it is necessary 
to modify the objective function accordingly.

In future work, we plan to investigate tracking algo-
rithms to improve the robustness of the proposed con-
trol scheme against occlusion and to refine the model 
of the DLO dynamics to further narrow the sim-to-real 
gap. We also plan to achieve more complex control tasks, 
particularly in instances where contact with the external 
environment is necessary to shape the DLO. To this end, 
a novel objective function that can discern which contact 
is beneficial and which is detrimental may be required.
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