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Abstract 

This study aimed to develop daily living support robots for patients with hemiplegia and the elderly. To support 
the daily living activities using robots in ordinary households without imposing physical and mental burdens 
on users, the system must detect the actions of the user and move appropriately according to their motions. We 
propose a reaching-position prediction scheme that targets the motion of lifting the upper arm, which is burden-
some for patients with hemiplegia and the elderly in daily living activities. For this motion, it is difficult to obtain 
effective features to create a prediction model in environments where large-scale sensor system installation is not fea-
sible and the motion time is short. We performed motion-collection experiments, revealed the features of the tar-
get motion and built a prediction model using the multimodal motion features and deep learning. The proposed 
model achieved an accuracy of 93% macro average and F1-score of 0.69 for a 9-class classification prediction at 35% 
of the motion completion.
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Introduction
With an aging society, the demand for intelligent robots 
to support activities of daily life (ADL) for elderly and 
disabled people living alone is increasing. These robots 
are required to work close to human users in environ-
ments that are relatively narrow and difficult to sense, 
in contrast with industrial robots, which work in well-
controlled environments of factories or warehouses. 
The influence of the support provided by the autono-
mous robot on the mental health of the user must also 
be considered. For example, is not always appropriate for 
the assisting robot to fully support a user who intends to 
reach a distant object by picking up the object and bring-
ing it to the user.

In this case, despite the intention of users to move on 
their own, the support ends up undermining the inten-
tion. Therefore, it is essential for the ADL supporting 

system not to inhibit the active motivation and self-effi-
cacy of users [2, 18]. In [18], the authors reported a cor-
relation between SE evaluation scores and movement 
speed and accuracy for reaching motions of patients with 
residuals from stroke.

This study aims to develop an autonomous ADL sup-
port robot, considering the intentions of the user. We 
focus on cooperation task completion with users to 
maintain and improve their self-efficacy. In the previous 
example, the robot could support the arm of the user to 
reach out to pick up the object or move the target object 
into an easier-to-pick position. Such a support system, 
not only maintains the self-efficacy of the users but also 
improves it through the experience of accomplishing 
tasks that would be difficult to accomplish alone.

To achieve the goals of the study, in this paper, we 
propose a novel scheme to predict reaching position in 
reaching motion involving upper-arm lifting. Although 
lifting the upper arm is an essential part of ADL, such 
as picking up an object from a high place, putting it up, 
or drying laundry, it is difficult for elderly or disabled 
patients because of the need to maintain their arms at 
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high positions, which may cause an imbalance in the 
torso. There are many possible actions that the assist-
ing robot can perform to support the motions, such as 
directly supporting the arms and torso of the user and 
interfering with objects that are the target of movements 
of the user.

Therefore, establishing a prediction scheme for this 
motion along with an analysis of the features of the 
motion will be useful for both hardware and software 
development of support robots.

The main contributions are summarized as follows:

•	 We collected the motion data of lifting upper arm, 
which imitates object grabbing using multiple sen-
sors, and analyzed the motion features.

•	 We created a multimodal-neural-network model to 
predict the reaching position as a classification prob-
lems that can be adapted to real-time robot control.

The remainder of this paper is structured as follows: 
In the next section, we introduce related works. In 
“Research questions and our approaches”, we defined our 
research problems and approaches. In “Analysis of reach-
ing motions”, we describe the motion data collection and 
analysis. Then, we proposed our multimodal reaching-
position prediction network in “Prediction model”. The 
results and discussion are presented in “Evaluation and 
result” and “Limitations and discussions”. Finally, “Con-
clusions” concludes the paper.

Related work
There are various approaches to developing cooperative 
robots. Research themes in this area are shifting from 
proposing robot motion generation methods to devel-
oping human-motion estimation frameworks. For tasks 
where robots and humans work in proximity, as in this 
study, there are systems aimed at sharing the workspace 
to avoid interference with each other, and systems aimed 
at cooperating when performing a single task, like in 
handover or load-sharing tasks.

Assembly tasks at a factory are typical scenes of coop-
erative tasks between robots and humans (e.g. [1, 12]). 
In the case of a robot and humans sharing a workspace 
and working individually, the robot must predict their 
motion trajectory to avoid collisions with humans. In 
[1], the authors addressed the problem of estimating the 
reaching motion of human workers as a multi-class clas-
sification problem. They reported that the accuracy of 
the proposed method, which used 3D point-cloud data, 
was around 80% after 50% of the operation. In [12], the 
authors collected data on the reaching motions of work-
ers using a motion capture system and used the data 
to predict the arm trajectory of human worker. The 

construction of advanced sensor environments is benefi-
cial in factory and laboratory environments.

In research on handover tasks, which require the posi-
tions of robots and humans to be close, sensors such as 
voice and electromyography sensors are used to predict 
the trajectory of a workers’ arms [22, 23].

In the area of human-robot interaction, many stud-
ies have been constructed models to predict user activi-
ties and intentions using various features as well as the 
movement of the users to achieve a natural interaction 
between humans and robots that is similar to human and 
human interaction. For example, in [20, 26], the authors 
proposed emotion estimation models using the facial 
expressions and verbal features of the user. In [22], the 
authors proposed a deep-neural-network model to esti-
mate the order of the users for the robot by using both 
verbal and nonverbal features. In [25], the user inten-
tion to service robots was estimated using facial direc-
tion. Although using human natural motions, such as 
facial direction, seems effective in informing the inten-
tion or purpose of the motion to systems, the system we 
aim for, as described above, targets supporting daily life 
activities according to the actions of the user. Therefore, 
it is not appropriate to build complex sensor systems for 
trajectory tracking in the home or give voice instruc-
tions to robots like “I want to get the book on the upper 
right shelf.” In this study, we address these problems by 
using simple sensor systems. In addition, we deal with 
the reaching-position prediction problem for upper-arm 
lifting motion as a multi-class classification task and cre-
ate a novel model that uses multi-nonverbal features. The 
proposed method could be applied in the future to load-
sharing tasks [5, 17]. Currently, studies focus on control 
methods and algorithms after humans and robots hold 
the load; however, this study proposes one approach to 
the important problem of how a robot can hold objects 
together according to human intentions.

In the following section, we present our research ques-
tions and approaches.

Research questions and our approaches
Research questions
This study addressed two research questions: First, we 
investigated the practical features of upper-arm lift-
ing motion to construct a reaching-position prediction 
model; second, we built a neural-network model using 
the features. Considering our goal, we assumed the fol-
lowing use environment and scenario: The system would 
be used in the everyday household environment, the 
users would be patients with hemiplegic and older adults 
with weakened muscles, and the support system should 
operate autonomously, and avoiding compromising the 
self-efficacy of the user by not providing full support.
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For a specific task, assume that the user takes an object 
from a shelf with a healthy arm. The system recognizes 
the reaching position of the motion and interacts with 
the user’s arm and the object to be grabbed. This means 
that the system supports the task by, for example, keep-
ing the arm or torso or moving the object to a position 
that is easier to grasp.

Based on these assumptions, the proposed method has 
the following requirements.

•	 It deals only with available information without 
installing or attaching large sensor systems to the 
user or environment.

•	 The proposed method assumes that the support sys-
tem works autonomously without active manipula-
tion by the user for operation.

•	 It provides an environment in which the user does 
not have to wait for support or adjust their operating 
speed.

Approach
Under the conditions described above, our approach to 
investigating the research question is as follows. First, 
we collect target motion data of multiple subjects in an 
assumed environment. Next, the features of the motions 
are selected from the collected data, which are con-
sidered adequate for constructing a prediction model. 
Finally, as in [1], we constructed a prediction model of 
the reaching position as a multi-class classification prob-
lem using deep learning and evaluated its performance.

The next section describes the data collection method, 
its features, and the features that can be used to predict 
the arrival position.

Analysis of reaching motions
Motion collection
Figure 1 shows the environment settings for the data col-
lection. The motion data collection procedure is as fol-
lows. As illustrated in the figure, the participant sat on 
a chair in front of a shelf divided into nine regions. The 
participant performed the motion of grabbing things 
from the area randomly indicated by the experimenter. 
Every indication was presented visually after a 3-second 
countdown in one region to be determined instantly on 
a display set in front of the participant. One set of tri-
als consisted of four randomly ordered motions to each 
region repeated four times, and all participants sequen-
tially performed seven sets of trials. The participants 
were instructed to place their right hands on their knees 
and face the display in front of them during the count-
down. The sensors used were an RGBD camera (Micro-
soft, Azure Kinect) installed in front of the participant 

and an inertial measurement unit (IMU) sensor (Micro-
Strain, 3DM-Gx5-45) attached to the right arm of par-
ticipants. Color (resolution: 1280 × 720, field of view: 90◦ 
× 59◦ ) and depth images (resolution: 640 × 576, field of 
view: 75◦ × 65◦ ) were acquired from the RGBD sensor at 
15 frames per seconds (FPS), and magnetometer, angu-
lar velocity, and acceleration data were obtained from the 
IMU sensor at 100 FPS.

Six able-bodied male participants (aged 22–25, all 
right-handed) were recruited from our laboratory. 
Excluding data recording failures, the effective number 
of data samples was 1538. Figure 3 shows an example of 
the collected data: the sequence of reaching motion to 
the center-left region. The numbers indicate the elapsed 
frames from the start of the motion.

Motion analysis
Table  1. shows the descriptive statistics for the reach-
ing times to each region derived from the collected data. 
Here, the reaching time is measured based on video data, 
from the moment the participant starts the movement 
after the target region is indicated by the display to when 
the extended right arm becomes stationary. Therefore, 
the time it takes for the visual reaction is not included. 
One-way ANOVA and the post hoc Tukey HSD test 
( p < 0.05 was considered significant) were conducted 
and suggested that there were significant differences 
between the regions (F(8, 1529) = 19.87, p < 0.001 ). All 
the post hoc test results are shown in Fig. 5, which will 
be discussed later. From the results, reaching the upper-
most regions, which are the farthest from the right hand’s 
initial position, top-left (TL), top-center (TC), and top-
right (TR), required approximately 1.56, 1.56, and 1.58 
s, respectively. And, there was no significant difference 
observed between them. Similarly, no significant differ-
ence was observed among the middle regions, center-
left (CL), center (C), and center-right (CR). These results 

Top Left Top Center Top Right

Center Left Center Center Right

Bottom Left Bottom Center Bottom Right

RGBD camera

IMU sensor

Display

40 cmParticipant

Shelf

17 cm

160 cm

Fig. 1  Overview of data collection environment
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suggest that, within this experimental setup, participants 
unconsciously adjust their movement speed to reach 
regions at the same height. This adjustment equals mod-
ulating the waiting time until the next movement’s target 
position is presented. Therefore, it might be influenced 
by experimental conditions. On the other hand, for the 
bottom regions, reaching the bottom-center (BC), which 
is located directly in front of the body, was the fastest, 
with an average time of about 1.33 s. According to the 
post hoc test results, there was no significant difference 
between BC and bottom-right (BR). However, significant 
differences ( p < 0.05 ) were observed between BC and 
the bottom-left (BL), where required to extend the right 
arm to the front-left. This suggests that such a move-
ment appears to be particularly difficult, even for healthy 
individuals. Additionally, it was observed that the maxi-
mum reaching time to BR was relatively larger compared 
to the other bottom regions. Upon reviewing the video 
data of this motion, it was noted that, after quickly get-
ting closer to the target location, participants continued a 
slow approach movement without coming to a complete 
stop. This data has not been excluded, as it is considered 
not to affect future analyses or system development sig-
nificantly. Thus, in simple reaching movements, while 
there is an observed tendency to unconsciously adjust 
speed, it became clear that due to presence of locations 
significantly more difficult to reach, reaching speed and 
movements are not solely determined by simple distance 
between the arm and the destination.

This study uses the average value of 1.47 s from all data 
as a guideline for developing a system to support this 
task. The proposed system must perform user motion 
recognition, predict the reaching position, and provide 
support actions all within this time frame.

Additionally, Fig.  2 shows the differential images cre-
ated using the SAD (Sum of Absolute Differences) 
method from color images over 10 frames after the start 
of the motion. Figure 2A and B are from specific motions 

extracted from the collected dataset, while Fig.  2C is 
generated from all data. Bright areas in the images indi-
cate regions of significant movement within the frames. 
The collected video data and the differential image also 
revealed the following features. 

(1)	 The target motion consisted of movements of spe-
cific body parts, that is, upper body, right arm, and 
face, rather than the entire body; in particular, from 
the differential image, the upper body movements 
appear not to be significant in the initial phase of 
the motion, making it seem challenging to use this 
information to predict the reaching position. On 
the other hand, the image shows significant move-
ment near the face and around the right arm. There-
fore, it was considered effective to use the right arm 
motion with visual features and to capture changes 
from the early stage of the motion together with 
face direction changes.

(2)	 The preparatory motion was not useful for predic-
tion; in other words, the time used to predict from 
the start of the motions directly affected the time 
available for the support action, and it was also nec-
essary to recognize the timing of the start of the 
motion. However, it was challenging to obtain the 
exact timing of the start of the motion due to there 
was no prior motions. This point is discussed in 
“Limitations and discussions” as a future issue.

Modals for prediction
Based on the observation results stated above, we 
selected the face, visual, and motion features to con-
struct a reaching-position prediction model. The obser-
vation results and [25] suggested that the face direction 
or features would be an essential cue to estimate the 
following motions. Additionally, to use this system uni-
versally, it is more appropriate to estimate the reaching 
position using depth information as visual cues rather 

Table 1  Descriptive statistics of the reaching motions time(s) by target region

Region N Mean Median Max Min SD

Top-left (TL) 173 1.56 1.56 2.20 1.10 0.230

Top-center (TC) 169 1.56 1.50 2.28 0.969 0.295

Top-Right (TR) 171 1.58 1.56 2.43 1.07 0.267

Center-left (CL) 174 1.45 1.46 2.77 1.00 0.260

Center (C) 172 1.42 1.37 2.10 0.900 0.242

Center-right (CR) 170 1.48 1.47 2.38 0.902 0.289

Bottom-left (BL) 171 1.44 1.45 1.97 0.883 0.219

Bottom-center (BC) 170 1.33 1.33 1.93 0.868 0.227

Bottom-right (BR) 170 1.37 1.35 2.57 0.732 0.285
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than color image data, which contains redundant exter-
nal information related to the user and the environ-
ment. Furthermore, motion features acquired using the 
IMU sensor attached to the healthy side wrist of the user 
were employed, because, considering future robots sup-
porting the user’s arms or grasping objects, it becomes 
imperative to understand the three-dimensional move-
ments and postures of the arm. Although there are many 

technologies to estimate human postures by using only 
color images [3], considering the typical house environ-
ment in Japan, it is difficult to obtain a camera angle of 
view sufficient to estimate the arm’s posture in reaching 
an unspecified direction to a shelf placed in front of the 
user. Therefore, estimated posture data were not used. 
Eye-tracking devices were also not used to avoid compli-
cating the system.

Fig. 2  Visualization of variations within 10 frames after the start of the motion using the sum of absolute difference (SAD). A, B Examples 
from the collected motions. C Result based on the entire collected motions

Fig. 3  Example of the collected motion data; it is a sequence of color images subject to reach the center-left region. The number indicates elapsed 
frames from the start of the motion
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Motion data extraction
In this study, the start and end recognition of the motion 
was not performed. Therefore, it was necessary to extract 
data of each motion from the collected data based on 
some criteria. We manually annotated the motion start 
and end timings based on the following definition: The 
motion-start timing was defined as the frame when the 
right hand, initially positioned at the knee, began to 
move. The motion-end timing was determined as a frame 
when the extended arm started to retract at the reaching 
position. The collected data were divided into individual 
motions according to the annotated timings.

In the next section, we organize the features discussed 
in this section into specific feature data and discuss the 
construction of the reaching-position prediction model.

Prediction model
Features
This section describes the features used to build our pre-
diction model.

Face features
Face feature was set with the expectation of capturing 
the direction of the face, its variations, and the charac-
teristics of gaze transition. In studies to create prediction 
models of human behavior, movements of the head and 
gaze are often used as features [9, 24]. We attempted to 
capture such features without attaching sensors to the 
users. In this study, the face mesh data was employed as 
face features. We used Google Mediapipe [11] to obtain 
468 3D face landmark positions from the color images. 
The time elapsed from the start time of the motion was 
added to each frame, resulting in data of 1405 (468 × 3 + 
1) dimensions.

Depth features
Depth features were set with the expectation of extract-
ing the three-dimensional characteristics of movements 
while reducing dependency on clothing and the experi-
mental environment. These features are valuable for 
understanding the user’s position and posture in future 
support scenarios. The depth image data was acquired 
at 15 FPS and cropped to the user center. The resolu-
tion was reduced to 256 × 188. The elapsed time was also 
added to each frame, as described below.

Motion features
Motion features were set to capture the characteristics of 
rapid three-dimensional movements of the arm. As the 
motion features, the data from the IMU sensor attached 
to the right wrist provided ten dimensions of information 

(geomagnetism, acceleration, and angular acceleration). 
The elapsed time was also added to the data to obtain 11 
dimensions.

Network structure
We constructed a multimodal 9-class classification neu-
ral-network model to predict reaching positions as seen 
in “Analysis of reaching motions”. The long short-term 
memory (LSTM) [8], and the local attention mechanism 
[21] were used to construct our machine-learning model. 
The network structure is shown in Fig.  4. As shown in 
the figure, the output from all modal layers are combined 
through late fusion [6, 19]. This is the method used in 
modeling multimodal information. The composition of 
each unimodal network is as follows.

Face layers
A bi-directional LSTM layer with 1405-dimensional 
input and 2048-dimensional output was employed to 
train the face modal. The final output data passed through 
a self-attention layer and was output as 2048-dimensional 
data. The number of parameters in the network was 
44,554,241.

Motion layers
The same structure as the face model was used to train 
the motion model. The number of input dimensions was 
11, and the number of output dimensions was 512. It had 
2,139,137 network parameters.

Depth layers
Depth features were learned by combining latent repre-
sentation of depth images using a convolutional neural 
network (CNN) and time-series learning using LSTM 
[13]. The CNN parameters used are shown in Table  2. 
The CNN + LSTM network had a total of 204,509,720 

Face model

Motion model

Depth model

Input Attention Convolution Pooling ClassificationLSTM

Fig. 4  Multimodal late fusion model
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parameters, and the latent representation of each frame 
of the CNN data was combined with the elapsed time, 
described earlier, and input to the LSTM layer.

Classification layers
The three output vectors from the unimodal layer were 
simply combined into a 1 × 4097-dimensional vector. 
They were then input to a fully connected layer with 
dropout at each layer. The dimension of the last output 
layer was nine, the number of classes. The dropout rates 
were set to 0.6, 0.4, and 0.2, respectively, and the ReLU 
function was used as the activation function.

Input frames
As shown in Table 1, the target motion time for this task 
was a minimum of aproximately 1.33 s to complete the 
motion. Even if we disregard the movement time of the 
support robot, we still need a prediction of a shorter time 
to assist the robot’s movement. The time used for the pre-
diction was set to 0.5 s (7 frames for the face and depth 
models and 50 frames for motion model). This means the 
model used information from 32 to 36% of the motion 
time. This is a short prediction time compared to the pre-
vious study [1]. To improve the performance of the pre-
diction model, data interpolation should be performed 
for missing data. However, considering real-time use, the 
raw data obtained from the sensors should be input to 
the predictor with as little processing as possible. There-
fore, data shaping was kept to a minimum. For example, 
frames where face mesh could not be recognized were 
padded with zeros.

In the next section, we discuss the result of the training 
and the features of our prediction model.

Evaluation and result
Model performance
For training and evaluation the proposed late fusion 
model, firstly, the whole dataset is randomly divided into 
the training set and test set with 1341 and 197 motions, 
respectively. Then, we trained the model using a 10-fold 
cross-validation strategy. Table 3. shows model accuracy 
and Macro Precision, Recall, and F1-score, which are 
used to evaluate multi-class classification problems, of 

the fusion model and each unimodal model for compari-
son. These values are obtained by calculating the scores 
for each class in a one-vs-rest manner and then averag-
ing these results across all classes. The unimodal models 
were trained only using LSTM (CNN-LSTM) and a clas-
sifier structure for each model in the Fig. 4. The results 
found that the proposed model performs well or better 
than other unimodal models. In particular, the fusion 
model has the highest F1-score of 0.69, indicating that 
it was the most balanced model. In a previous study 
addressing a similar 9-class reaching-position prediction 
problem, an accuracy of 80% was reported at approxi-
mately 50% of the motion completion time. In contrast, 
our method achieved higher accuracy (93 %) at an ear-
lier stage of the motion (32%). Figure 5 shows a confusion 
matrix obtained from 197 test data. The rows represent 
the actual classes and columns represent the predicted 
classes by the fusion model. The percentages represent 
the precision of the classification results for each class. 
For example, data classified as TL are correctly classified 
with an 88.0% probability; however, it shows a 4.0% prob-
ability of ML, BL, and BC motions being incorrectly clas-
sified as TL. The results show that the precision increases 
from the right side, near the starting point of motion, 
towards the upper left. Also, as a trend across the classes, 
there is some confusion within the same column. In par-
ticular, the precision for the middle row was relatively 
low, often confused with motions to the same column. 
This is an interesting result, suggesting that even from the 
initial few frames, movements towards the top and bot-
tom regions are distinctively characteristic. Distinguish-
ing whether the arm stops in the middle row or continues 
moving up or down is difficult for the current model. 
However, the results from the post-hoc test, conducted 
in “Analysis of reaching motions”, also show potential for 
classification. The asterisks in the figure indicate pairs 
where a p < 0.05 significant difference in motion speed 
was observed in the post-hoc Tukey HSD test. From the 
result, significant differences were observed in the final 
reaching motion time between CR and TR, and CR and 
BR, indicating that there are differences in arm motions 
between them. Even if there are differences in the cur-
rent input frames regarding movement trajectories, this 

Table 2  CNN model parameters for depth network

1D CNN

Convolutional layer Filter=8, kernel-size=(16,16), stride=1

Max-pooling + Dropout Pool-size = (2,3)

Convolutional layer Filter=16, kernel-size=(8,8), stride=1

Max-pooling + Dropout Pool-size =(8,8)

Fully connected layer Input-size= 25088, output-size= 2047

Table 3  Single vs Multi modal model performance comparison

Best scores are marked in bold

Model Accuracy F1-score Precision Recall

Face Model 0.91 0.59 0.60 0.59

Imu Model 0.93 0.66 0.66 0.68

Depth Model 0.92 0.64 0.65 0.64

Fusion Model 0.93 0.69 0.69 0.69



Page 8 of 10Takase and Yamazaki ﻿ROBOMECH Journal           (2024) 11:14 

model, which predicts reaching positions by combining 
arm, face, and depth features, has cases where classifica-
tion may fail due to factors other than motion features. 
To reveal the factors causing differences in reaching 
times, arm trajectories and features must be analyzed, 
and neural networks capable of extracting these data 
must be constructed. These tasks remain for future 
research. Additionally, it is impossible to avoid the pos-
sibility of misclassification completely. Based on these 
results, the operation of future support systems will be 
discussed in “Limitations and discussions”.

Estimation speed
Finally, we measured the estimation speed of the pro-
posed model — with 282,930,211 parameters. The com-
puter used for inference was Ubuntu 20.04.6 LTS for 
OS, Intel(R) Xeon(R) W-2225 @ 4.10GH CPU, NVIDIA 
RTX A5000 and 24GB RAM. The input data utilized the 
motion data collected in “Analysis of reaching motions”. 
These data are stored using the functionalities of Robot 
Operating System [15], allowing for the simulation of 
receiving camera images and IMU sensor data while 
maintaining timestamp information. However, delays 
such as the camera’s image acquisition time or data trans-
mission between the sensor and the computer are not 
considered. The measurement program measured the 

time from when it collected the number of input frames 
of sensor data through the conversion and trimming into 
a format suitable for the predictive model to obtain the 
prediction results. The prediction model is trained using 
PyTorch1 and optimized with Nvidia TensorRT2. The 
average prediction time for 100 data inputs was 0.0086 
s, with a standard deviation of 0.0036 s. The maximum 
value was 0.022 s, and even if this worst-case scenario 
is adopted, the time required for estimation is approxi-
mately 1.5% of the motion time of our collected motion 
data, which is considered sufficiently small. This result 
indicates that the proposed method requires a prediction 
time of approximately 0.5 s (for collecting motion data) 
+ 0.086 s (for estimating the target position) for a reach-
ing motion that takes approximately 1.47 s on average. 
Therefore, the proposed system leaves appropriately 0.96 
s of grace time for the support robot.

Limitations and discussions
In this section, we elaborate on insights encountered 
while conducting data collection, creating the pre-
diction model, and analyzing the results. Due to the 

Fig. 5  Confusion matrix of the proposed fusion model. the percentages represent classification rate. The asterisks indicate pairs for which 
a significant difference in motion speed was found as a result of the post-hoc Tukey HSD test describe in “Motion analysis”

1  PyTorch: https://​pytor​ch.​org.
2  Nvidia TensorRT: https://​devel​oper.​nvidia.​com/​tenso​rrt.

https://pytorch.org
https://developer.nvidia.com/tensorrt
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COVID-19 pandemic, it was impossible to recruit a suf-
ficient number and variety of participants. Whether the 
motion of people who have a stroke or have advanced 
age is the same as that of the participants should be 
considered in further investigations. In [4, 16], the 
authors conducted a reaching-tasks experiment for 
mostly right-handed patients with hemiplegia. They 
report that there is no difference in the motor function 
of the unaffected arm between left- and right-affected 
patients. However, in comparisons between these 
patients and elderly individuals without paralysis, it is 
shown that patients with paralysis exhibited inferior 
motor function even in the unaffected arm. Further-
more, In [7], it is shown that the arm motor functions 
of healthy elderly individuals differ depending on the 
dominant arm. From this, while it may seem difficult 
to directly apply the proposed model or the collected 
data from healthy individuals in this study to support a 
system intended for elderly or hemiplegic patients, the 
requirements for assistive systems identified through 
this study, along with the series of methods for model 
creation, can be considered useful. Using the proposed 
model, it would be possible to realize a system where 
support robots autonomously operate triggered by the 
user’s active movements, supporting the completion of 
user tasks. In [14], the authors reported that there is a 
correlation between physical activity and self-efficacy, 
or life satisfaction in the elderly. On the other hand, 
there have also been reported that elderly individu-
als have psychological barriers to engaging in physi-
cal activities in the first place [10]. Support systems in 
ADL can encourage active movements from familiar 
activities, as seen in this task, reduce psychological bar-
riers to physical activity, and promote more extensive 
social activities. To achieve this, the support system 
aims to appropriately assist users’ activities in daily life, 
enhancing their self-efficacy and motivation for active 
engagement. For this purpose, one of the future chal-
lenges is to enable support at multiple levels based on 
the user’s physical condition, from simple arm sup-
port to higher-level assistance like directly retriev-
ing objects and handing them to the user’s extended 
hand. As mentioned in “Evaluation and result”, it is 
impossible to eliminate the possibility of misclassifica-
tion when the classification model is used in the wild. 
While it is important to improve model performance, 
it is equally crucial to build and operate a system that 
is robust against misclassification. The proposed model 
is expected to improve in accuracy with increased 
input frames (i.e., as the motion progresses). Addition-
ally, the results from Fig.  5 suggest that the proposed 
model achieves very high accuracy in the 3-class clas-
sification of rows (Left, Center, Right), with respective 

accuracies of 97.15%, 96.60%, and 93.47%. Hence, in 
the actual operation of support robots, for instance, at 
the beginning of a movement, the robot might perform 
lateral shifts, and as time progresses, it could execute 
more detailed movements based on predictive results. 
For interactions with people or objects, it would be 
practical to utilize proximity sensors equipped on the 
robot for precise positional adjustments. However, it is 
difficult to say that the current model ensures sufficient 
time for actual support operations. As seen in “Esti-
mation speed”, the time available for assistance is only 
about 0.96 s, which is clearly insufficient for a station-
ary robot to approach a user or target object and pro-
vide support. Therefore, to achieve our goal, we must 
solve problems from many directions, such as estab-
lishing a fast support method, developing a soft robot 
that considers collision with humans or surrounding 
objects, and integrating these technologies, including 
this study. These are challenges for future study.

Conclusions
We proposed a novel scheme for constructing a reach-
ing-position prediction model for the reaching motion 
involving upper-arm lifting, which is part of activities 
of daily living (ADL), to develop a support robot. Based 
on the results of the motion collection experiment and 
its analysis, we developed a target position prediction 
model using time-series data of face, motion, and depth 
features. The proposed model, which demands that the 
support system autonomously operates triggered by 
the user’s movements using data from simple sensors, 
achieved an accuracy of 93% at 35% of the motion com-
pletion time. This model, utilizing only 0.5 s of data, 
was able to make predictions in approximately 0.086 s 
of computation time. However, it is difficult to say that 
sufficient time has been secured for the operation of 
support robots, and the issue of misclassification needs 
to be resolved to adapt the classification model in the 
wild. In the future, along with improving prediction 
accuracy, we aim to develop robust support methods 
against misclassification and robots that support ADL 
in close contact with users, striving to realize the pro-
posed system.
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