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Abstract 

This paper explores the application of computer vision and mathematical modeling to analyze the intricate move‑
ments involved in weaving a traditional farming tool, the winnowing basket. By utilizing OpenPose algorithms, 
the study simplifies and visualizes the craftsmen’s motions, particularly focusing on wrist movements. Video data 
of craftsmen in Chiba, Japan, creating Kizumi (place name) winnowing baskets is used as the basis for analysis. The 
extracted information is used to generate 2D motion trajectories of the wrist, allowing a comparison between begin‑
ners who watched parsed videos and those who watched the original videos in terms of skill acquisition and learning 
time. By visualizing human body behavior and combining statistical results, this study demonstrates the potential 
of artificial intelligence techniques such as computer vision for observing repetitive human movement and inheriting 
traditional skills.
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Introduction
Winnowing basket is a traditional farming tool that is 
widely used in Asia and around the world. It is made of 
thin bamboo strips and wisteria, and has a shape simi-
lar to a dustpan [1] (Fig. 1). The technique used for pro-
ducing Kizumi winnowing basket in Chiba Prefecture, 
Japan, has been designated as a national intangible folk 
cultural properties [2]. The delicate production process 

creates exquisite baskets possessing both high artistic 
and practical value. Most current producers and users of 
winnowing baskets are elderly craftsmen who are highly 
skilled at their craft [3]. In order to inherit traditional 
skill and explore properties of the various body move-
ments involved in the production and use of winnowing 
baskets, this study applies computer vision visualize and 
quantitatively analyze the associated body movement 
habits and movement details. A quantitative comparative 
test is then conducted to determine the effectiveness of 
the approach.

Because it is easier to use existing computer vision 
technologies than to create new ones, existing tools were 
used to simplify and visualize some of the key movements 
in the production and use of Kizumi winnowing baskets. 
Algorithms and data of the body recognition (Dense Pose 
[4], RADiCAL Motion AI [5] and OpenPose [6]) were 
attempted in preparatory experiments, evaluated based 
on the following aspects: algorithms, databases, human 
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body models, parsing speed, and readability and debug-
gability of the code (Table 1). The human body model of 
Dense Pose is not conducive to observing the key points 
of the skeleton, RAdiCAl Motion AI, as a package, its 
parsing speed and parsing accuracy are poorer than oth-
ers. OpenPose, a real-time system that can detect 130 key 
points, including human bodies, hands and faces, from 
images in a C++ library using OpenCV and Caffe, which 
are capable of detecting and multi-threading multiple key 
points in real-time, was used in the present study.

It was found that the image processing and math-
ematical modeling of the results of the AI predictions 
described in this paper are effective in providing instruc-
tion to beginners while seeming to avoid some errors or 
misjudgments caused by oral communication and watch-
ing the original video only. It is hoped that the practical 
AI approach taken in this research can be used to explore 
how the human body responds when producing and 
learning to use other traditional tools.

Visualization of hand movement 
during the production of winnowing basket
Research purpose
The body movement habits and subtle body movements 
associated with many of the traditional techniques 
employed by craftsmen are difficult to communicate, 
as they often cannot be clearly expressed in words and 
vary from person to person [10]. However, there are 
still some common or similar body movement details 
(sometimes referred to as tricks of the trade) that can 
be identified. In this section, OpenPose is used to ana-
lyze existing video data and to extract the hand key 
point movements of a craftsman using a Kidachi [3, 11] 
(a specialty tool used in the production process) during 
the Itami weaving process [12] (an important process 
for producing the Kizumi winnowing basket, using the 
tool of Kidachi to fix the horizontal material of the win-
nowing basket to the vertical material) in order to make 
the production process easier to observe and under-
stand, and thus facilitate the learning of those intend-
ing to become the next generation of craftsmen and 
inheritors of the technique. It is expected that with this 
approach, the technique can be learned in less time and 
the production process will be more interesting, which 
will be helpful in spreading the traditional technique.

Existing inheritance methods
The technique for producing Kizumi winnowing bas-
kets (Fig. 2) continues to be passed down from the older 
generation [13]. As an aid, the Tokyo National Research 
Institute for Cultural Properties [14] (an national Insti-
tute for Cultural Properties Research in Japan) has pro-
duced a video [15] and several handbooks featuring the 
production process, allowing successors to acquire a 
comprehensive understanding of the technique.

Fig. 1 Kizumi winnowing basket

Table 1 The brief comparison of the three techniques of OpenPose, Dense Pose and RADiCAL Motion AI

Algorithm Databases Code readability

Openpose Convolutional Neural Network (CNN) [7] COCO dataset (can be trained) Good (based on C++ or Python)

Dense Pose CNN (Convolutional Neural Network (CNN)) + Region Proposal 
Network (RPN) [8]

COCO dataset (can be trained) Unknown

RADiCAL Motion AI Convolutional Neural Network(CNN) Human 3.6 M [9] Poor (code invisible)

Human body models Speed of parsing Code debuggability

Openpose Human skeleton model (Key points of the human skeleton are 
easily observed)

Fast (can be parsed in real 
time in some cases)

Strong (based on C++ or Python)

Dense Pose Surface‑based body model (Only visible on the surface 
of the body)

Unknown Unknown

RADiCAL Motion AI human skeleton model (Key points of the human skeleton are 
easily observed)

Slow (takes extra time 
to parse, not in real time)

Weak (almost undebugable)
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Field visits
In Kizumi, Sosa, Chiba Prefecture, the Kizumi Winnow-
ing Making Preservation Association offers a winnowing 
basket-making course once each month in the Inherit-
ance Classroom for those wishing to learn the technique. 
From July to November 2018, we attended the course sev-
eral times, and made a video of the craftsman’s produc-
tion technique, and experienced the production and use 
of the baskets. Based on our visits, we identified a num-
ber of key points and problems associated with teaching 
and learning the winnowing basket-making technique:

(1) From the collection and processing of materials to 
the forming of the winnowing basket, all steps are 
done manually. The flexible use of hands and imple-
ments is the key to making a Kizumi winnowing 
basket.

(2) The remote location of the heritage classroom 
is not conducive to the spread of the winnowing 
basket-making technique. In addition, the heritage 
classroom is relatively cramped and not suitable for 
the operation of a large equipment.

(3) Most of the handicraftsmen are elderly, and there 
are few opportunities to inherit the production 
technique. Some do not want their bodies marked 
for use in optical motion capture.

(4) It is difficult to teach the production process solely 
through words or by demonstration due to the 
many detailed actions, bodily sensations and indi-
vidual work habits of the handicraftsman.

(5) Some of the craftsmen acknowledged that it is very 
difficult for a beginner to master the production 
technique given the complexity and uniqueness of 
the process, especially the process of separating and 
weaving the two layers of the winnowing basket 
with a Kidachi, which are the key and most difficult 
points in learning the technique (Fig. 7a).

Research objects and multiple methods for parsing 
the teaching video
We selected for key analysis one case showing the diffi-
culties of winnowing basket-making. During the process 
of weaving, a Kidachi (Fig. 3) is used to separate the two 
layers of materials of the basket. According to the com-
ments of the handicraftsmen, the hand movement, espe-
cially wrist movement, in this process is both critical and 
difficult. It is extremely difficult to clearly observe the 
movement of the wrists and fingers by viewing the video 
from the Tokyo National Research Institute for Cultural 
Properties. Therefore, we considered several methods to 
solve these problems, including:

(1) Optical Motion Capture [16] (Fig. 4): In addition to 
the relatively high cost, it takes a substantial amount 
of time to set up and commission Motion Capture, 
and a large space is required. A marker needs to be 
set around the wrist of the handicraftsmen in order 
to map the basket weaving.

(2) Although 2D animation of the human body can be 
converted by applications such as Dense Pose and 
RADiCAL Motion AI into 3D animation using 
video data to generate 3D motion for human body 

Fig. 2 Body skeleton analysis using OpenPose

Fig. 3 3D structures at the tip of the tool of Kidachi

Fig. 4 Motion capture equipment set‑up site
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surface mapping, motion analysis without key 
points of the human skeleton and with low accu-
racy.

(3) OpenPose, no body surface mapping, motion analy-
sis with key points of the human skeleton (which 
was ultimately selected to overcome the short-
comings of the AI human recognition applications 
noted above, although in this study, OpenPose per-
forms only a 2D analysis of the hand.

Preparation of experiments on field visits
Based on our field visit experiences, we analyzed the 
video produced by the Tokyo National Research Institute 
for Cultural Properties to try to determine the movement 
trajectory and bodily sensations of the handicraftsmen 
when making a winnowing basket. However, we found 
that the video materials which could be parsed by Open-
Pose were insufficient [15]. As a consequence, we decided 
to use digital cameras for photography inside the Inher-
itance Classroom for our research. The arrangement of 
the photographic site is shown below (Figs. 5, 6), The two 
cameras used in the experiment were the Nikon D3100 
and Nikon D5500, and the video was recorded with the 
same resolution of 1920*1080 pixel. 

Analytical environment and precision description 
of OpenPose
There are a number of different versions of OpenPose, 
with different debugging methods, configuration envi-
ronments, and levels of analytical precision (The Hithub 
Website of the Openpose [17] can be referred to for 

details). In this study, the following version was used in 
order to better capture the operator’s hand movements:

a. OpenPose-master
b. OpenPose-1.3.0-win64-gpu-binaries
c. Visual studio 2015 professional
d. Python 2.7.0

The detection sensitivity of OpenPose is inversely pro-
portional to detection speed [6]. In this paper, the ren-
der threshold (detection sensitivity value) is set to be 
0.03 (the range of this threshold is between 0–1, and 
the default value is 0.02), when the confidence level of 
the detected key point is larger than this threshold, the 
parsed video will render the key point. After several 
attempts, we found that even at a low threshold of 0.03, 
the confidence level of the detected key points (greater 
than 75) can be guaranteed, and the smoothness of the 
video parsing can also be ensured (the key point confi-
dence level in OpenPose is obtained by processing the 
input images through Convolutional Neural Networks 
(CNNs) [7]). In this experiment, a Json file [18, 19] con-
taining the coordinates of the skeletal key points and 
their confidence scores (ranging from 0–100) is auto-
matically generated for each frame of parsed rendering 
results, and we consider a score of 75 to be very high 
because pose estimation in medical images, such as eval-
uating a patient’s movement or rehabilitation, requires a 
confidence score of only 80 or more [20].

Analytical process and analysis of results
First, we edited the video clips on the use of the Kidachi 
in Itami weaving, and then used OpenPose (with the 
setting and de-bugging done) to identify all the joints 
of the body, except for the face, in order to produce a 
video of the whole body skeleton movement. Next, we 
used the heatmap (Fig. 7b, c) to separately identify the 
wrist parts and locate the key point. Finally, we used Fig. 5 Craftsman working on site

Fig. 6 Arrangement of photographic site
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After Effect [21] to draw the movement trajectory of 
the wrist key points (white lines) and create an analysis 
video. The completed video (Fig. 7) includes:

(1) the key points of the body skeleton and fingers,
(2) the motion trajectory of the wrist,
(3) the motion trajectory of the end of the Kidachi.

At the same time by listening to the opinions of the 
craftsmen, we reached the following conclusions:

(1) During the Itami weaving process, the weaving 
materials for the basket are on a fixed plane; the 
craftsman sits in the middle of the plane.

(2) The Kidachi has a special three-sided structure 
(Fig. 3). Although a slight rotation or tilt can change 
its function, this will not damage the materials or 
injure the operator’s hands. For this reason, the 
implement can be used for separating the two lay-
ers of the winnowing basket materials and fixing 
the position of one layer of these materials. The 
Kidachi, which functions as an extension of the 
hands, can be regarded as a rigid body joined to the 
hands, making the motion trajectories of the crafts-
man’s wrists those of the Kidachi.

(3) In the process of Itami weaving, the left hand plays 
the role of fixing the materials, and the shape of 

the fingers of the left and right hands is basically 
unchanged.

An experiment to compare the performance of learners 
watching the original video and those watching 
the teaching video
In order to verify the effectiveness of watching videos 
parsed by OpenPose for teaching purposes, a comparison 
experiment was conducted. The details of the experiment 
are described below:

(1) Subjects: A group of 14 studies students (5 males 
and 9 females, with an average age of 25) who were 
beginners in winnowing basket production were 
randomly divided into two groups of 7: Group 
A (Member: A1-A7, 3 males and 4 females) and 
Group B (Member: B1-B7, 3 males and 4 females).

(2) Experimental materials and tools: The materials 
and tools included wisteria bark, bamboo strips, 
a Kidachi, water (to keep hands and materials wet 
during production), misting, cameras for recording 
the video, teaching video, and a sheet (Fig. 8).

(3) Experimental procedure: Group A watched only the 
original video, Group B watched the teaching video 
showing the wrist motion trajectory involved in 
using the Kidachi in the Itami weaving process. The 
subjects were asked to stack three sheets of wiste-

(a) Body skeletal movement

(c)  Wrist key point heatmap

(b) Body key point heatmap

(d) Wrist trajectory

Fig. 7 Skeletal movement analysis of the body and wrist movement trajectory of the craftsman
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ria bark between the bamboo strips. Only the ana-
lytical video featuring the wrist motion trajectory 
was used in the experiment in order to control the 
experimental variable. The working processes of the 
subjects were recorded on video taken from a dis-
tance of one meter, measured diagonally from the 
front of the camera. The body skeleton, especially 

the wrist key point, was analyzed with OpenPose, 
the video analysis results of OpenPose were then 
input into Adobe After Effects and the trajectory 
tracking function of Adobe After Effect was used 
to generate and output the teaching video with the 
wrist key point motion trajectory (Fig. 7d).A com-
parison of the forms of the woven products com-
pleted by the two groups was then made. Following 
the experiment, a questionnaire on the production 
process was administered to the 14 subjects.

(4) Experimental results: According to the results of 
the analysis video by OpenPose and the motion 
trajectory generated by Adobe After Effects, the 
wrist movements of the subjects in Group B were 
smoother than those of the subjects in Group A. 
The Group A subjects had an intermittent action or 
curved wrist trajectory and significant difficulty in 
manipulating the materials during the operation; in 
contrast, the group B subjects had a circular wrist 
trajectory and a large range of arm movements dur-
ing the operation (Fig. 9a, b).

Fig. 8 Student field experiments and set‑up

                     (c)                                                               (d)

Finished weave form

(a)                                                                (b)

Body skeletal movement and Wrist trajectory

Fig. 9 Student experiments in Group A (Left) and Group B (Right)
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The subjects in Group A spent a longer mean time to 
master the technique than those in Group B. When mak-
ing the middle layer of material, the mean time spent 
in the experiment of group A is 63.29 seconds, and the 
mean time spent in the experiment of group B is 42.67 
seconds. The P value for significant difference between 
the two groups is 0.048 (Fig. 10, Table 2). 

According to the products produced by the two groups, 
the woven baskets produced by group A subjects were 
rough and untidy, with loose connections between the 
materials. On the other hand, the Group B woven prod-
ucts were neat, with a relatively straight arrangement of 
the concave and convex surfaces (Fig. 9c, d).

Based on the results of the questionnaire, most sub-
jects in Group B found the weaving process interesting 
(Fig. 11). Although only a part of the winnowing basket 
was made, Group B subjects wanted to complete and use 
their baskets. Some subjects in Group A thought it dif-
ficult to master the technique of Itami weaving with the 
Kidachi and found it especially challenging to understand 
the wrist movement (Figs.  12, 13). In general, Group A 
subjects, who had only viewed the original video, thought 
the operation time-consuming and easy to abandon.

Conclusion
In this paper, techniques such as computer vision, 
image processing, and statistics are used in conjunction. 
OpenPose is used to extract body skeletal movements 
of a handicraftsman during the process of manipulat-
ing a Kidachi, a difficult-to-use specialty tool for Itami 

weaving, the wrist trajectory was also traced using after 
effects in order to create a 2D analytical video to visualize 
the motion of the craftsman’s wrist key points. Through 
a comparative experiment in which beginners watched 
either the original video or the analytical video that was 

Fig. 10  The time spent by all experimenters in group A and group B to make the middle layer of material (Mean, Standard deviation and P‑value)

Table 2 Average time and significant difference, etc.

Group Number of samples Sum Mean Standard deviation Variance P-value

Group A 7 443.00 63.29 16.16 261.24 0.048

Group B 6 256.00 42.67 17.20 295.87

Fig. 11 The results of the interview questionnaire I

Fig. 12 The results of the interview questionnaire II
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created, it was shown that AI can be effectively used to 
enhance teaching efficiency and learner enjoyment when 
winnowing basket production is being taught. Further-
more, the approach enables beginners to grasp the basic 
technique more accurately and more quickly, providing 
a supplement for the key, difficult points that the handi-
craftsmen are often unable to express in words.

Simplifying and deforming the production and use 
of an item with human movement through computer 
vision techniques, the limitations of human vision can 
be extended, so that important details (e.g. the trajectory 
and rhythm of the human motion) can be uncovered and 
simplified models of the operational process can be used 
to explore the tacit knowledge of human movement and 
the human dynamics nature of human behavior when 
using tools. In particular, the approach and viewpoint 
have significant application potential for teaching and 
researching traditional technology, and hopes to predict 
the efficiency of human work to a certain extent in the 
future.

Our study is not without limitations:

(1) Regarding the 2D databases and algorithms of 
human skeletal movement used in the paper, 
although they are the most widely used and trusted, 
there may still be prediction errors in certain details 
of body movement when applied to the unique 
skills involved in producing and using winnowing 
baskets.

(2) The number of samples and experimenters in our 
experiment is still small, and we hope to recruit 
more experimenters to participate in the experi-
ment to make the experimental data more reliable.

(3) In the future, we hope to combine 3D human skel-
eton analysis technology (such as 3d-pose-baline 
algorithm [22]) to analyze and track the movements 
of more parts of the human body when people use 
and make tools, making the evaluation of this pro-
ject more comprehensive and extensive.
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