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Abstract 

This paper presents a leader‑follower formation control of multiple mobile robots by position‑based method using 
a fisheye camera. A fisheye camera has a wide field of view and recognizes a wide range of objects. In this paper, 
the fisheye camera is first modeled on spherical coordinates and then a position estimation technique is proposed 
by using an AR marker based on the spherical model. This paper furthermore presents a method for estimating 
the velocity of a leader robot based on a disturbance observer using the obtained position information. The proposed 
techniques are combined with a formation control based on the virtual structure. In this paper, the formation control‑
ler and velocity estimator can be designed independently, and the stability analysis of the total system is performed 
by using Lyapunov theorem. The effectiveness of the proposed method is demonstrated by simulation and experi‑
ments using two real mobile robots.
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Introduction
Formation control of mobile robots has received much 
attention in recent years. The purpose of formation con-
trol is to realize a specified form and achieve tasks while 
maintaining the formation. For example, it is expected to 
reduce transportation costs by applying this technology 
to such as automatic convoy transport of multiple trucks 
[1]. Satellite formation flight [2], mapping [3] by multiple 
mobile robots, and so on are studied. To realize the for-
mation control of mobile robots, it is necessary to meas-
ure the relative distance between robots, the velocity, 
the attitude angle, etc. In recent years, researches have 
been conducted to realize formation by regarding mobile 
robots as multi-agents and considering the formation of 

a specific formation by exchanging information among 
agents through a network as an inter-agent consensus 
problem [4, 5]. These studies assume the existence of net-
work communication that enables information exchange 
between robots. On the other hand, the formation con-
trol which does not require the communication by meas-
urement and estimation of relative position and velocity 
by sonar sensor and laser range finder mounted on the 
robot is considered [6].

With the improvement of image processing technol-
ogy, the realization of formation control using a camera 
instead of a distance sensor has been considered [7–9]. 
By applying image recognition technology, realization 
of flexible formation change and collision avoidance is 
expected by utilizing not only distance but also object 
recognition. In this paper, we consider the formation 
control based on the image information of the camera. 
The formation control techniques based on image infor-
mation are divided into the position-based method [7, 8] 
and the image-based method [9]. In the former, markers 
mounted on a mobile robot are detected by the camera. 
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The position and the attitude are then estimated and 
utilized to control the robot. On the other hand, the lat-
ter is robust against camera calibration error because it 
does not require physical quantities such as positions 
from image information. However, since the state equa-
tion is generally represented based on an image Jacobian 
matrix, the control system has to be designed with taking 
into account the nonlinear and coupled properties of the 
matrix. In many studies of formation control based on 
image information, standard lenses such as commercially 
available cameras are used. They may cause loss of sight 
of tracked objects because of the narrow field of view.

To improve the above, this paper presents a formation 
control using a fisheye lens camera to enlarge the field of 
view of the robot. Since the image information obtained 
by the fisheye camera is distorted, the control system 
design in the image-based method becomes complicated. 
In this paper, we consider a position estimation method 
by using a fisheye camera and then a formation control 
method based on the estimated position.

The projection of the fisheye camera is represented by a 
spherical model in order to deal with the distortion of the 
image. Then, the paper estimates the relative position of a 
mobile robot to be tracked based on the model. Next, we 
discuss the velocity estimation in order to achieve a good 
formation running. Here, the velocity can be regarded as 
a disturbance in the relative motion model between two 
robots. Disturbance observer can deal with nonlinear sys-
tems without linearization and be easily implemented in 
control systems, compared to Kalman filter. There is lit-
tle reported research on formation control using distur-
bance observers for velocity estimation based on image 
information. Therefore, the paper proposes a velocity 
estimation method based on disturbance observer. Then, 
we present the formation control based on the position-
based method. By utilizing the disturbance observer, the 
control problem and the velocity estimation problem can 
be solved independently. We perform the stability analy-
sis of the whole system. The proposed method is verified 
by simulation and experiment using real mobile robots.

This paper is structured as follows. In Sect. "Marker rec-
ognition and position estimation using a fisheye camera", 
we use AR markers to recognize markers by fisheye cam-
eras and propose a method for estimating the relative posi-
tions between robots from marker data. Section "Velocity 
estimation by using disturbance observer and formation 
control based on virtual structure" considers the formation 
control of the leader-follower type. The velocity estima-
tion of the leader based on a disturbance observer and the 
virtual structure formation control are presented. In Sect. 
"Stability analysis", we verify the stability and bounded 
analysis of the proposed formation control. Section "Simu-
lation and experimental evaluations" shows the simulation 

results of formation control using the proposed method. 
In addition, the velocity estimations by the disturbance 
observer and the formation control experiment result are 
verified, and the effectiveness of the proposed method is 
verified. Finally, Sect. "Conclusion"  summarizes this paper.

Marker recognition and position estimation using 
a fisheye camera
Fisheye camera model
Figure 1 shows the projection model of a fisheye camera. 
The projection model of a camera with a standard lens is 
modeled based on the principle of a pinhole camera. In this 
principle, geometric properties such as the similarity of the 
shape of objects projected onto the image plane are invari-
ant. The fisheye camera increases the field of view as the 
projection angle changes from θ to θf  . However, this causes 
a distorted projection of the object’s shape, and the geo-
metric properties are not preserved.

There are some works to cope with this image distor-
tion. The primary method is to project the feature quantity 
of the image onto a spherical model [10–12]. This paper 
also presents the coordinate system of the spherical model 
by considering the marker position estimation using the 
spherical model as Fig. 2. Consider the case where the vec-
tor Pf  which is viewed from the camera coordinate system 
is projected to the point pf  of the image plane of the fish-
eye camera. The projection method of a fisheye camera is 
described by the angle θf  where the projection ray from the 
object to the image plane is the optical axis and the image 
height rf  on the image plane. In this paper, the projection 
scheme of a fisheye camera is expressed by the following 
approximate formula.

where f is the camera focal length. The coefficients k1 , k2 , 
k3 and k4 of each term in (1) are derived from camera cal-
ibration of the fisheye camera.

(1)rf ≈ f (θf + k1θ
3
f + k2θ

5
f + k3θ

7
f + k4θ

9
f ),

Fig. 1 Fisheye camera model
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We denote pf = [xf yf ]
T as the coordinate position 

(feature point) on the image plane of a fisheye camera 
and c = [cu cv]

T as the optical axis point on the image 
plane. The angle φf  between the image height rf  and the 
xf -axis of the feature pf  can be calculated by the follow-
ing formula.

Furthermore, we assume that the image obtained by the 
fisheye camera is projected on a spherical surface with 
a radius of 1. From the feature pf  , we can calculate the 
image height rf  and angle φf  from the Eqs. (2) and (3), 
then substitute them into the Eq. (1) and solve the poly-
nomial to obtain the angle θf .

Position estimation based on marker recognition
We describe how to estimate the position and orienta-
tion from the marker information recognized by image 
processing. We assume that the marker is a square and 
that the length of one side is known. First, the four corner 
features of the recognized marker are projected onto a 
point on a spherical model of radius 1 as shown in Fig. 3. 
According to the work of Komagata et  al. in [12], it is 
known that the following properties of a figure projected 
onto a spherical model are preserved. 

 (i) Linearity: A straight line in space becomes part of a 
great circle.

 (ii) Parallelism: The group of great circles created by 
parallel lines in space passes through a single axis 
passing through the origin (parallel projection 
axis).

(2)rf =
√

(xf − cu)2 + (yf − cv)2,

(3)φf = tan−1

(

yf − cv

xf − cu

)

.

 (iii) Orthogonality: The projection axes of two sets of 
orthogonal lines in space are orthogonal.

The proposed position estimation is carried out from the 
marker recognition by utilizing these properties.

From φf  and θf  calculated by (1), (2) and (3), the point 
pf  on the image plane is assumed to be projected to the 
point p on the spherical model with radius 1. The point p 
is represented by the following equation,

Next, we consider the spherical model of a fisheye cam-
era and markers as shown in Fig. 3. The vertex Pi

f  of the 
marker is assumed to be projected onto the point Pi on 
the spherical model. The points Pi

f  and Pi+1
f  lie on the 

same line. By the nature of projection, Hi is the plane 
containing the origin of the spherical model, point Pi

f  , 
and point Pi+1

f  , and pi and pi+1 . From this, the normal 
vector on the plane is calculated as follows:

where × denotes the outer product and p5 = p1 . Then, 
by considering a plane containing multiple parallel lines 
from the property (ii), a line passing through the origin of 
the spherical model and the parallel projection axis can 
be calculated. The normal vectors nr1 and nr2 of the par-
allel projection axes to the opposite sides of the square 
marker can be expressed as follows, respectively:

According to property (iii), the two projected lines are 
orthogonal, which means that the two normal vectors in 

(4)p = [sin θf cosφf sin θf sin φf cos θf ]
T
.

(5)ni =
pi × pi+1

�pi × pi+1�
(i = 1, · · · , 4),

(6)

{

nr1 = n1×n3
�n1×n3�

nr2 = n2×n4
�n2×n4�

.

Fig. 2 Sphere model

Fig. 3 Marker and sphere model coordinate system
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Eq. (6) are also orthogonal. Since these two vectors are 
normal vectors to the parallel projection axis, they rep-
resent the orientation direction of the marker. Therefore, 
the rotation matrix of the marker coordinate system from 
the spherical model coordinate system is set as follows:

Then, we calculate the translation vector between the 
spherical model and the coordinates of the center of grav-
ity of the marker. It is assumed that the center of grav-
ity of the marker is the same as the origin of the marker 
coordinate system. Let l be the length of the edge of the 
square marker. We set the position coordinates of each 
vertex in the marker coordinate system as follows:

The marker point Pi
f  corresponding to point pi in the 

spherical model and the relationship can be expressed by 
the rotation matrix R and the translation vector T in the 
Eq. (7) as follows:

where ζi is a variable that represents scaling. The transla-
tion vector T  is computed by putting each vertex together 
to form the following simultaneous equations and finding 
the solution

In this paper, the mobile robot was equipped with a USB 
camera. A fisheye lens for a smartphone was attached to 
the camera. Figure  4 shows the USB camera equipped 
with the fisheye lens. In this paper, since the fisheye cam-
era simply mounts the fisheye lens by clip-on, the per-
formance such as resolution, delay and so on, is almost 
same as the USB camera. Calibration was performed 
using OpenCV camera calibration for fisheye cameras to 
obtain the focal length f and coefficients k1 , k2 , k3 , and k4 
of the equation (1), respectively. Markers were attached 
to a leading robot to estimate the relative positions and 
velocities of the robots by marker recognition. ArUco 
[13] C++ library was implemented to recognize the 
marker. Figure 5b shows how the markers are recognized 
by the fisheye camera mounted on the mobile robot like 

(7)R = [nr1 nr2 nr1 × nr2]
T .

(8)



















P1
f = [− l

2
l
2 0]T

P2
f = [− l

2 − l
2 0]T

P3
f = [ l2 − l

2 0]T

P4f = [ l2
l
2 0]T

.

(9)ζipi = RPi
f + T (i = 1, · · · , 4),

(10)
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Fig.  5a. We set the size of the  marker as l = 0.12 [m] 
in this paper and verify the accuracy of our method by 
using the marker. When a marker is placed at 0.45 [m] 
in the Z direction from the camera center, the proposed 
position estimation method has an estimation error of 
±0.03 [m] . For 0.75 [m] , the estimation error is ±0.07 [m] . 
This confirms that the estimation of the relative position 
of the camera and marker is feasible. Then, when the dis-
tance between the camera and the marker is 1.0 [m] , the 
range of the viewing angle from which the marker can 
be identified is ±70 [deg] . The accuracy of the method 
depends on the size of the marker and the relative dis-
tance between the marker and the camera. We assume 
that the relative distances when formation control varies 
in the range from 0.45 to 0.75 [m] in this paper. From the 
verification of the accuracy, the marker length of l = 0.12 
is acceptable.

For the comparison between fisheye lens and normal 
lens, the captured image without fisheye lens is shown 
in Fig. 5c. The part of the marker is beyond the viewing 
area of the camera. Therefore, the formation shape of 
the robots is limited to line shape in case of the normal 
lens camera. On the other hand, the fisheye camera is 
valid for realizing a desired formation shape for mobile 
robots, such as triangle and zigzag shapes.

Velocity estimation by using disturbance observer 
and formation control based on virtual structure
In order to keep multiple robots running while main-
taining a specific formation, it is necessary to control 
not only the relative positions of the robots, but also 
their velocity so that the velocity of the leader robot is 
the same as that of the follower robot. In this section, 
we consider a method for estimating the velocity of 
the leader robot based on relative position information 
for a follower robot alone. In the following, the leader 
robot is abbreviated as “leader” and the follower robot 
is abbreviated as “follower”.

Fig. 4 USB camera attached with a fisheye lens
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Kinematic model
For simplicity, we consider a relative kinematic model of 
two robots, a leader and a follower. Each robot is assumed 
to be a two-wheeled vehicle type robot that cannot move 
laterally, that is has nonhonolomic constraint. Figure  6 
shows the coordinate system of the robots. A marker is 
assumed to be mounted behind the leader. The leader’s 
velocity command ul = [Vl ωl]

T is given and the leader 
is traveling at an angle θe to the follower’s direction of 
motion. The velocity of the marker is given by the follow-
ing equation

where L is the distance between the vehicle center of 
gravity and the marker with respect to the direction of 
travel. We assume that the center of gravity of the marker 
and the vehicle center of gravity in the lateral direction 
are located as Fig. 6.

(11)V r =

[

Vrx

Vrz

]

=

[

Vl sin θe − Lωl cos θe
Vl cos θe + Lωl sin θe

]

,

(a) The robot equipped with a
marker

(b) The image captured by the
fisheye camera

(c) The image captured by the
USB camera

Fig. 5 Marker recognition by a fisheye camera

Fig. 6 The coordinate system of mobile robots
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A kinematic model is derived for the relative motion 
of the follower equipped with a fisheye camera and the 
leader. The origin points of the camera coordinates and 
the vehicle center of gravity are assumed to coincide. 
The follower calculates the relative position vector of 
the center of gravity of the marker by the marker estima-
tion described in the previous section, and the estimated 
translation vector gives the relative position informa-
tion between the camera coordinates and the marker 
e = [ex ez]

T . The relative kinematic model of the marker 
and follower is expressed as follows:

where uf = [Vf ωf ]
T is the velocity command of the fol-

lower. Vf  is the linear velocity and ωf  is the angular veloc-
ity, respectively. From the above equation, the relative 
motion model is nonlinear.

Velocity estimation by using disturbance observer
To realize formation travelling, it is necessary to make 
the followers not only maintain the relative positions 
but also travel at the same velocity as the leader. In this 
paper, we consider a method for estimating the velocity 
of the leader based on the relative position information 
obtained by the follower itself.

From the Eq. (12), the velocity of the marker V r can be 
regarded as a disturbance. Therefore, we attempt to esti-
mate V r through a disturbance observer. We construct 
the following disturbance observer based on the method 
for nonlinear systems by Mohammadi et al. [14].

where z is the state variable of the observer, p(e) is the 
auxiliary vector and V̂ r is the estimated velocity vector. 
Ld is the observer gain and positive definite matrix.

Formation control based on virtual structure
We consider a virtual mobile robot at a certain position 
from the follower as shown in Fig. 7. If the follower can 
be controlled so that the center of gravity of the virtual 
robot coincides with the center of gravity of the marker, 
the desired formation can be formed [15]. We realize for-
mation control based on the virtual structure.

Let lp = [lx lz]
T be the position of the desired forma-

tion. The relative error between the marker center of 
gravity and the center of gravity of the virtual robot is ẽ 
and is defined as follows:

(12)
ė =V r + g(e)uf

=V r +

[

0 − ez
−1 ex

][

Vf

ωf

]

,

(13)







ż = − Ldz − Ld(g(e)uf + p(e))

p(e) = Lde

V̂ r = z + p(e)

,

Given the velocity uf  of the follower, the velocity of the 
virtual robot is as follows:

The relative kinematic model of the marker and the vir-
tual robot is expressed in the following

If lz  = 0 , then det(g(lp))  = 0 . The following control law 
is applied in this paper.

where K = diag(kx, kz) is the control gain matrix, and kx 
and kz are the positive number, respectively.

From the Eqs. (16) and (17), the error system in forma-
tion control can be expressed as follows:

(14)ẽ =

[

ẽx
ẽz

]

=

[

ex − lx
ez − lz

]

.

(15)V v
f =

[

0 lz
1 − lx

][

Vf

ωf

]

= −g(lp)uf .

(16)˙̃e =V r − V v
f = V r + g(lp)uf .

(17)uf = g−1(lp)
(

−V̂ r − K ẽ
)

,

(18)˙̃e =− K ẽ − (V̂ r − V r).

Fig. 7 Virtual structure
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Figure  8 shows the block diagram of the proposed 
method. We implement the control system based on the 
block diagram.

Stability analysis
In this section, we verify the stability and boundedness of 
the proposed control system. First, the estimation error 
in the disturbance observer is defined as follows:

Then, the error system of the disturbance observer is 
expressed as the following:

From the Eqs. (18) and (20), we obtain the following error 
system.

From the above equation, it is considered that the stabil-
ity of the error system depends on the leader acceleration 
V̇ r . In this paper, the stability and boundedness of the 
formation control are examined based on Lyapunov’s sta-
bility theory for the error system (21).

Stability analysis for step changes in the leader’s velocity
We consider the case where the leader’s velocity changes 
in a stepwise manner, i.e., the leader is traveling at 
V̇ r = 0 . First, consider the following Lyapunov function 
candidates.

Next, by differentiating the Eq. (22) with time along the 
solution of the error system (21), the following equation 
is obtained:

(19)ev = V̂ r − V r .

(20)ėv =
˙̂
V r − V̇ r = −Ldev − V̇ r .

(21)
{

ėv = − Ldev − V̇ r
˙̃e = − K ẽ − ev

(22)V =
1

2
ẽT ẽ +

1

2
eTv ev .

We use Young’s inequality for the following vectors

where ε is an any positive constant. Then, the following 
equation is obtained:

where �Kmin and �Lmin are the minimum eigenvalues of con-
trol gain K and observer gain Ld , respectively.

If the control and observer gains are chosen so that 
�
K
min > ε

2 and �Lmin > 1
2ε , then V̇ ≤ 0 and V is the Lyapunov 

function of the system (21). Also, V̇ < 0 except at the origin 
[ẽT eTv ]

T = 0 . Therefore, when V̇ r = 0 , the error system is 
asymptotically stable.

Next, we verify the zero dynamics of θe . From the control 
input (15), the following equation is obtained:

Then, we substitute the Eq. (11) into the above equation.

We assume that the leader robot is moving straight 
ahead at a constant velocity, i.e., ωl = 0 and V̇l > 0 . Also, 
since limt→∞ ẽ = 0 from the above discussion, the zero 
dynamics of θe is as follows:

(23)V̇ = ẽT ˙̃e + eTv ėv = ẽT (−ev − K ẽ)− Lde
T
v ev .

(24)aTb ≤
ε�a�2

2
+

�b�2

2ε
,

(25)
V̇ ≤− (K −

ε

2
I)�ẽ�2 − (Ld −

1

2ε
I)�ev�

2

≤− (�Kmin −
ε

2
)�ẽ�2 − (�Lmin −

1

2ε
)�ev�

2,

(26)θ̇e = θ̇l − θ̇f = ωl −
1

lz
(Vrx − kxẽx).

(27)θ̇e =ωl −
1

lz
(Vl sin θe − Lωl sin θe − kxẽx).

(28)θ̇e =−
Vl

lz
sin θe.

Fig. 8 The block diagram of formation control
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Therefore, if |θe| < π/2 , θe moves toward the origin and 
converges. Thus, if the leader moves straight ahead at a 
constant velocity, the follower converges to the same atti-
tude angle as the leader.

Boundedness analysis in the presence of acceleration
We examine the case where V̇ r �= 0 , i.e., where the leader 
travels with a certain acceleration. Let amax be the maxi-
mum acceleration of V r . As in the previous section, we 
consider a Lyapunov function candidate with the Eq. 
(22). By differentiating the Eq. (22) in time along the solu-
tion of the error system (21), the following equation is 
obtained:

By using Young’s inequality for the vector in Eq. (24), the 
following inequality holds

If K and Ld are chosen so that c = min{�Kmin −
ε
2 , �

L
min −

1
ε
} 

and c > 0 , then the following holds

V̇ is negative outside the set 
�c = {[ẽT eTv ] ∈ R4 | (�ẽ�2 + �ev�

2) ≤
εa2max
2c } . It follows 

that the error system (21) is ultimately bounded if the 
leader travels with acceleration from Lyapunov’s stability 
theory [14, 16].

Simulation and experimental evaluations
In this section, the effectiveness of the proposed method 
is demonstrated through simulations and experiments. 
In the simulations, velocity estimation by the disturbance 
observer and formation control based on virtual struc-
ture are evaluated. Note that the simulations are per-
formed under the assumption that the relative positions 
of the leader and follower are estimated, i.e., the marker 
position estimation is not implemented. In the experi-
ment, we perform marker position estimation and exper-
iment formation control of the proposed method based 
on the estimated marker positions.

Simulation results
Simulation of formation control with one leader and 
two followers was performed. The leader’s center of 

(29)

V̇ = ẽT ˙̃e + eTv ėv

= ẽT (V r + g(lp)uf )+ eTv (
˙̂
V r − V̇ r)

= ẽT (−ev − K ẽ)+ eTv (−Ldev − V̇ r).

(30)
V̇ ≤− (K −

ε

2
I)�ẽ�2 − (Ld −

1

ε
I)�ev�

2 +
εa2max

2
.

(31)V̇ ≤− c(�ẽ�2 + �ev�
2)+

εa2max

2
.

gravity was set as the origin, and the distance L from 
the marker center of gravity was set to 0.25 [m] . The 
observer gain was set to Ld = 0.8I2 and the control gain 
to K = diag(0.7, 2.0) . In the simulation, we discretized 
the kinematic model and the control system with a sam-
pling time Ts = 0.10 [s] using an Eulerian approximation. 
The goal of the simulation is to control three robots run-
ning in an equilateral triangle formation with a distance 
of 0.4[m]. The leader first runs at ul = [0.10 0]T and then 
curves to face the opposite direction at ul = [0.08 5]T . 
Finally, the leader was given an acceleration of 
0.010 [m/s2] until Vl = 0.15[m/s2] , and then it was made 
to run straight. The initial position and posture of the fol-
lower were [z1 x1 θ1]

T = [−0.80 − 0.50 − 15π/180]T 
and [z2 x2 θ2]T = [−0.90 − 0.40 30π/180]T , respectively.

The simulation results are shown in Figs. 9 and 10.
e1x , e1z , e2x , and e2z in Fig. 9c show the relative errors 

in X and Z-direction between the leader and the follower 
1 and 2, respectively. The black line triangles in Fig.  10 
indicate the relative distance between the robots at each 
5 s intervals, representing the formation. Figure 9 shows 
that good velocity estimation is achieved since both 
estimated velocities of the follower1 and 2 are close to 
the velocity of the leader. When the leader is accelerat-
ing, there is a slight estimation error, but this is because 
the disturbance model assumes a step-like change with 
V̇ r = 0 for the observer. As shown in Fig. 9(d), when the 
leader is moving at a constant velocity, the estimated 
velocities and attitude angles of the followers converge to 
the velocity and angle of the leader, respectively. One can 
see the relative position of each robot close to the target 
position. The trajectory of Fig. 10 shows that good forma-
tion control has been achieved.

Experimental results
The effectiveness of the proposed method is verified 
using two Pioneer 3DX mobile robots. In the experiment, 
the two robots are oriented in the same direction and 
placed so that the relative position between the robots is 
[ex ez]

T = [0.3 0.6]T . The desired formation shape was 
set to lp = [0.2 0.5]T . First, the velocity estimation of 
the linear motion by the disturbance observer is verified, 
and then the formation control experiment is conducted. 
There are two cases in the formation control experiment. 
The first case, the initial attitude angle of the leader and 
the follower is same (Case 1). The second case, the ini-
tial relative angle between the robots is different (Case 2). 
The sampling time in the experiments is Ts = 0.10 [s] , the 
same as in the simulation.
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Velocity estimation
We show experimental results of velocity estimation 
by the disturbance observer. At first, both the leader 
and follower were allowed to move straight ahead at 
Vl = Vf = 0.10 [m/s] , and only the leader increased its 
velocity to Vl = 0.12 [m/s] at about 15 [s] along the way. 
The observer gain of the disturbance observer was set 
to the same value as in the simulation. The experimen-
tal results of velocity and relative position estimation 
are shown in Fig. 11.

Figure 11a shows that the disturbance observer is able 
to estimate almost the same leader velocities. After the 
leader velocity changes from Vl = 0.12 [m/s] , the esti-
mated value becomes oscillatory, because the distance 
between the robots increases and the error in the marker 
position estimation increases, as shown in Fig. 11b. The 
relative position in the X-direction was also observed to 

(a) The estimated velocities of Follower1 (b) The estimated velocities of Follower2

(c) The relative error (d) The attitude angles
Fig. 9 The simulation result obtained by our method

Fig. 10 The trajectory obtained by the simulation
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increase. This may be due to a slight difference in the atti-
tude angle between the leader and follower.

Formation control
Next, the formation control experiments were con-
ducted with the two robots. The control gain was set to 
K = diag(0.35, 2.0) to account for the effect of marker 
position estimation error. The initial robot placement 
is the same as in the velocity estimation. The leader was 
made to move straight at a velocity ul = [0.10 0]T and 
curve at ul = [0.080 25]T in Case 1. When the leader’s 
attitude angle reached about 90 [deg], it was made to 
move straight at ul = [0.10 0]T.

The experimental results of Case 1 are shown in Fig. 12. 
Images taken by the fisheye camera of the follower are 
shown in Fig. 13.

From the estimated relative position in Fig.  12b, the 
target formation position lp is almost achieved in the 

first straight motion stage. While the relative error in 
the Z direction becomes larger for the curved motion, 
it converges to the desired position lp in straight line 
motion. Also, a large pulse can be seen in the relative 
position result at about 22 [s]. This is because another 
marker is recognized inside the marker as shown in 
Fig.  13c. Figure  14 is the result of odometry meas-
urements by the ARIA library for Pioneer3DX. The 
“Marker” in the legend is the estimated relative position 
of the marker added to the follower’s trajectory. The red 
and blue circles in Fig. 14 show the start position of the 
leader and the follower, the red and blue arrows show 
the initial traveling direction of each robot, respec-
tively. The target formation was formed during the 
initial linear motion, but the error increased after the 
curvilinear motion. This may be due to tire slippage 
caused by the curvilinear motion. A three-dimensional 
measurement system is required to accurately measure 
the trajectory.

(a) The estimated velocities (b) The relative position errors
Fig. 11 The result of estimated velocities by our method

(a) The estimated velocities (b) The relative position errors
Fig. 12 The result of formation control by our method (Case 1)
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Furthermore, we show the experimental results of Case 
2. In the experiments, the initial relative position and 
posture of the follower were [ex ez]

T = [−0.20 0.65]T , 
θ = −42.3[deg] , respectively. The leader was only made 
to move straight at ul = [0.10 0]T . The experimental 

results of Case 2 are shown in Figs.  14, 15 and 16. In 
Fig.  17, the circles and arrows show the start positions 
and the initial traveling direction of each robot, respec-
tively. Fig. 15a shows that the velocity of the leader is cor-
rectly estimated by the disturbance observer. Figure 15b 

(a) t = 0 (b) t = 6.4

(c) t = 23.2 (d) t = 38.6

(e) t = 50.0 (f) t = 70.0
Fig. 13 The captured images by the fisheye camera (Case 1)
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shows that the relative positions converge the desired 
formation position lp , that is, the formation shape is real-
ized. While the attitude angle converges to a constant 
angle in Fig.  15c, the converged angle is not 0[deg] but 

about −4[deg] . The attitude angle is also measured by 
ARIA odometry. This angle error may be due to tire slid-
ing as Case 1. However, Fig. 16e and f show that the two 
robots are traveling at the same attitude angle.

Conclusion
This paper has presented formation control of a mobile 
robot using image information from a fisheye camera. 
A marker position estimation method that takes into 
account the distortion characteristics of the fisheye 
camera was studied. Furthermore, a velocity estimation 
method based on a disturbance observer was realized, 
and a formation control system based on the position-
based method was constructed. The stability and the 
boundedness analysis based on Lyapunov’s stability 
theory were performed on the constructed control sys-
tem. Finally, experiments were conducted to verify the 
effectiveness of the velocity estimation and formation 
control using two robots.

This paper does not consider collisions between robots. 
The realization of collision avoidance control is one 

(a) The estimated velocities (b) The relative position errors

(c) The attitude angle of Follower
Fig. 15 The result of formation control by our method (Case 2)

Fig. 14 The trajectories of the formation control (Case 1)
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of future issue to research. Furthermore, since a more 
robust position estimation of the leader is required to 
achieve reliable formation control, the multiple mark-
ers recognition such as Evageliou et al. [17] is the future 
work, too.

(a) t = 0 (b) t = 7.5

(c) t = 14.0 (d) t = 20.0

(e) t = 30.0 (f) t = 40.0
Fig. 16 The captured images by the fisheye camera (Case 2)

Fig. 17 The trajectories of the formation control (Case 2)



Page 14 of 14Oh‑hara and Fujimori  ROBOMECH Journal           (2023) 10:30 

Acknowledgements
Not applicable.

Author contributions
SO conducted all of research and experiments. AF provided advice based on 
knowledge of the research. Both authors discussed the results and wrote this 
manuscript.

Funding
This work was supported by JSPS KAKENHI Grant 18K04046.

Availability of data and materials
Not applicable.

Declarations

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 31 October 2022   Accepted: 3 December 2023

References
 1. New Energy and Industrial Technology Development Organization 

(NEDO) (2013) NEDO’s research and development achievements on ITS. 
https:// www. nedo. go. jp/ conte nt/ 10055 2007. pdf . Accessed 20 Oct 2022

 2. Wong H, Kapila V, Sparks AG (2002) Adaptive output feedback tracking 
control of spacecraft formation. Int J Robust Nonlinear Ctrl 12:117–139

 3. Vincent R, Fox D, Ko J, Konolige K, Limketkai B, Ortiz C, Schulz D, Stewart B 
(2008) Distributed multirobot exploration, mapping, and task allocation. 
Ann Math Artif Intell 52:229–255

 4. Ren W, Beard RW, Atkins EM (2007) Information consensus in multivehicle 
cooperative control. IEEE Control Syst Mag 27(2):71–82. https:// doi. org/ 
10. 1109/ MCS. 2007. 338264

 5. Kuriki Y, Namerikawa T (2013) Control of formation configuration using 
leader‑follower structure. J Syst Design Dyn 7(3):254–264. https:// doi. org/ 
10. 1299/ jsdd.7. 254

 6. Fujimori A, Kubota H, Shibata N, Tezuka Y (2014) Leader‑follower forma‑
tion control with obstacle avoidance using sonar‑equipped mobile 
robots. Proc Inst Mech Eng Part I J Syst Ctrl Eng 228(5):303–315. https:// 
doi. org/ 10. 1177/ 09596 51813 517682

 7. Poonawal H, Satici AC, Gans N, Spong MW (2012) Formation control of 
wheeled robots with vision‑based position measurement. In: 2012 Ameri‑
can Control Conference (ACC), pp. 3173–3178. https:// doi. org/ 10. 1109/ 
ACC. 2012. 63150 00

 8. Dani AP, Gans N, Dixon WE (2009) Position‑based visual servo control 
of leader‑follower formation using image‑based relative pose and 
relative velocity estimation. In: 2009 American Control Conference, pp. 
5271–5276. https:// doi. org/ 10. 1109/ ACC. 2009. 51606 98

 9. Lin J, Miao Z, Zhong H, Peng W, Wang Y, Fierro R (2021) Adaptive image‑
based leader‑follower formation control of mobile robots with visibility 
constraints. IEEE Trans Industr Electron 68(7):6010–6019. https:// doi. org/ 
10. 1109/ TIE. 2020. 29948 61

 10. Kannala J, Brandt SS (2006) A generic camera model and calibration 
method for conventional, wide‑angle, and fish‑eye lenses. IEEE Trans Pat‑
tern Anal Mach Intell 28(8):1335–1340

 11. Kase S, Mitsumoto H, Aragaki Y, Shimomura N, Umeda K (2009) A method 
to construct overhead view images using multiple fish‑eye cameras. J 
Jpn Soc Precis Eng 75(2):251–255. https:// doi. org/ 10. 2493/ jjspe. 75. 251

 12. Komataga H, Ishii I, Takahashi A, Wakatsuki D, Imai H (2006) A geometric 
calibration method of internal camera parameter for fish‑eye lenses. IEICE 
Trans Inf Syst J89–D–I(1):64–73

 13. Garrido‑Jurado S, Munoz‑Salinas R, Madrid‑Cuevas FJ, Marn‑Jimenez MJ 
(2014) Automatic generation and detection of highly reliable fiducial 

markers under occlusion. Pattern Recogn 47(6):2280–2292. https:// doi. 
org/ 10. 1016/j. patcog. 2014. 01. 005

 14. Mohammadi A, Marquez HJ, Tavakoli M (2017) Nonlinear disturbance 
observers: design and applications to Euler‑Lagrange systems. IEEE 
Control Syst Mag 37(4):50–72. https:// doi. org/ 10. 1109/ MCS. 2017. 26967 60

 15. Ikeda T, Jongusuk J, Ikeda T, Mita T (2006) Formation control of multiple 
nonholonomic mobile robots. Electr Eng Jpn 157(3):814–819

 16. Khalil HK (2001) Nonlinear systems, 3rd edn. Prentice Hall, USA
 17. Evangeliou N, Chaikalis D, Tsoukalas A, Tzes A (2022) Visual collaboration 

leader‑follower uav‑formation for indoor exploration. Front Robot AI. 
https:// doi. org/ 10. 3389/ frobt. 2021. 777535

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.

https://www.nedo.go.jp/content/100552007.pdf
https://doi.org/10.1109/MCS.2007.338264
https://doi.org/10.1109/MCS.2007.338264
https://doi.org/10.1299/jsdd.7.254
https://doi.org/10.1299/jsdd.7.254
https://doi.org/10.1177/0959651813517682
https://doi.org/10.1177/0959651813517682
https://doi.org/10.1109/ACC.2012.6315000
https://doi.org/10.1109/ACC.2012.6315000
https://doi.org/10.1109/ACC.2009.5160698
https://doi.org/10.1109/TIE.2020.2994861
https://doi.org/10.1109/TIE.2020.2994861
https://doi.org/10.2493/jjspe.75.251
https://doi.org/10.1016/j.patcog.2014.01.005
https://doi.org/10.1016/j.patcog.2014.01.005
https://doi.org/10.1109/MCS.2017.2696760
https://doi.org/10.3389/frobt.2021.777535

	A Leader-follower formation control of mobile robots by position-based visual servo method using fisheye camera
	Abstract 
	Introduction
	Marker recognition and position estimation using a fisheye camera
	Fisheye camera model
	Position estimation based on marker recognition

	Velocity estimation by using disturbance observer and formation control based on virtual structure
	Kinematic model
	Velocity estimation by using disturbance observer
	Formation control based on virtual structure

	Stability analysis
	Stability analysis for step changes in the leader’s velocity
	Boundedness analysis in the presence of acceleration

	Simulation and experimental evaluations
	Simulation results
	Experimental results
	Velocity estimation
	Formation control


	Conclusion
	Acknowledgements
	References


