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Abstract 

Robotic teleoperation is highly valued for its ability to remotely execute tasks that demand sophisticated human 
decision-making or that are intended to be carried out by human operators from a distance. However, when using 
the internet as a communication framework for teleoperation, high latency, and fluctuations make accurate position-
ing and time-dependent tasks difficult. To mitigate the negative effects of time delay, this paper proposes a teleopera-
tion system that uses cross reality (XR) as a predictive display of the outcome of operators’ intended actions and devel-
ops a time-delay aware shared control to fulfill the intention. The system targets a liquid pouring task, wherein a white 
ring that indicates the intended height of the liquid surface is overlayed onto the beaker in a delayed camera image 
to close the visual feedback loop on the leader side. Simultaneously, the shared control automatically completes 
the pouring action to track the intended liquid height. The performance of the proposed system is validated based 
on liquid pouring experiments performed by human subjects. When compared with direct control, the absolute error 
rate decreased significantly for a constant round-trip time delay of 0.8 s and 1.2 s, similarly for a time-varying delay 
of 0.4 s and 0.8 s. Moreover, when the time-varying delay was 0.8 s, operators achieved significantly higher accuracy 
while maintaining comparable operation time. These results indicate that our proposed system improves operability 
even in the presence of time-varying delays in communication networks.
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Introduction
Robotic teleoperation systems are currently being used 
in various fields such as medical care [1, 2], disaster sites 
[3, 4], space operation [5], and assistive robots [6, 7]. 
Robotic teleoperation offers two main advantages over 
fully automated robots. The first is the ability to reflect 
human intentions in tasks that require human decision-
making during the process. For example, when pouring 
a drink into a cup, the person pouring the drink does 
not necessarily determine the exact amount beforehand 

but decides during the pouring process that the amount 
is sufficient and stops pouring to complete the task. This 
example shows that humans determine the amount they 
want to pour through visual feedback and might not 
have a clear answer before performing the task. Similarly, 
tasks that reflect intentions during the process, such as 
deciding which drink to take out of the refrigerator after 
opening it, or positioning objects while tidying a room, 
require human involvement to physically move objects 
rather than full automation. The second advantage is 
that teleoperation provides high adaptability and flexibil-
ity through human supervision. In full automation, the 
environment that surrounds the robots must be precisely 
perceived in advance. Despite the significant advance-
ments made in automation in recent years, technology 
has not yet reached the point where robots can function 
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with complete autonomy and effectively manage unfore-
seen situations or unpredictable events [8].

In recent years, cross reality (XR) technologies have 
gained attention as visual enhancement systems for tel-
eoperation interfaces. XR is a collective term for vir-
tual object and virtual space presentation technologies, 
including virtual reality (VR), augmented reality (AR), 
and mixed reality (MR), and is being applied in vari-
ous fields, such as gaming, medical training, and travel 
experiences [9]. The benefits of using XR for teleopera-
tion include the ability to present three-dimensional (3D) 
images and provide an immersive experience, which 
enhances the transparency and operability of teleopera-
tion. Sun et al. proposed an MR system that displays the 
virtual scene with a robot model, which follows the real-
time joint states, and a point cloud of the task space [10]. 
In the MR system, the operators are isolated from their 
local environment, which enhances their concentration 
to focus on the task space and thereby improves oper-
ability and transparency. In [11], the visual feedback of 
the teleoperation system is enhanced using a VR-based 
wide-view head-mounted display (HMD). An MR-based 
immersive 3D visualization is proposed for operator situ-
ation awareness [12].

Although the use of XR has improved operability, tel-
eoperation continues to be plagued by time delays. Com-
municational time delays have been reported to severely 
affect operability [13]. For teleoperation to be successful, 
stable transmission of data, such as visual feedback infor-
mation and the control command, is required. However, 
in teleoperation scenarios relying on the public Internet 
or wireless communication, long distances can cause sig-
nificant delays or jitters in communication.

Previous research has shown that operating robots in 
time-delayed environments is challenging, and many 
solutions have been proposed. Song et  al. reported that 
task operation time and the number of task failures 
increased exponentially with time delay for remote sur-
gery [14]. Orosco et.al. focused on remote surgery with 
communication delays and demonstrated a reduction in 
task operation time by applying negative scaling to the 
operator’s input [15]. Storms et al. improved operability 
under communication delays using shared control to per-
form obstacle avoidance tasks automatically [16]. Huang 
et  al. proposed a single-leader-multi-follower teleopera-
tion system with automatic leader selection to solve the 
obstacle avoidance problem under time-varying delays, 
nonlinearities, and uncertainties [17]. Edwin et  al. have 
developed a skill-based shared autonomy framework that 
improves follower intelligence was proposed to overcome 
instabilities in communication networks [18]. Laghi et al. 
proposed a shared control strategy for bimanual opera-
tion assistance, in which the system employs versatile VR 

controllers for inputs, and assists operations by autono-
mously coordinating bimanual actions to grasp objects 
of varying sizes [19]. Additionally, instead of assisting the 
operation in all degrees of freedom (DOF), Bowman et al. 
proposed a framework to assist the operation individu-
ally for each DOF based on an authority allocation policy 
which assesses both the levels of disagreement in control 
allocation and the user’s acceptance of the assistance [20].

Although introducing some degree of autonomy on the 
follower side can assist operators with task completion, 
it may result in unintended movements contrary to the 
operator’s intention. In such cases, operators may feel 
that the shared control system is interfering with their 
operations, reducing intuitiveness and operability [21]. 
In addition, time delays during immersive teleoperations 
can induce simulation sickness due to differences in sen-
sation between the operator and the remote robot [22]. 
Therefore, a system that mitigates the negative effects 
of time delays, adequately reflects operators’ intentions, 
and provides assistance to fulfill the intentions is highly 
desirable.

In addition to shared control, the predictive display 
has been proposed to address communication delays 
[23, 24]. Predictive display predicts the delayed move-
ment of a robot and displays a real-time phantom robot 
to the operators in response to their input commands; 
the real robot’s motion then follows the presented phan-
tom image. Martha et  al. verified the impact of predic-
tive display on operability improvement for lunar vehicle 
teleoperation [25]. Burkert et  al. proposed a method to 
alleviate time delay effects in teleoperation systems using 
a local scene model to predict the trajectory of a remote 
robot arm and generated photorealistic images as a pre-
dictive display to close the feedback loop locally at the 
operator’s side [26]. Instead of an apriori local model, 
Jagersand et al. proposed a predictive display using real-
time model capture and tracking for alignment tasks, 
in which the display can render textured graphics for 
improved visual feedback under time delay [27]. The 
predictive display has been integrated with AR technol-
ogy to enhance the performance of teleoperated pick and 
place tasks [28] and teleoperated robotic surgeries [29]. 
The predictive display has also been applied to remote 
vehicle operations [30–32]. As the literature suggests, the 
predictive display has shown improvement in operability 
under time delay. However, in most of these applications, 
the predictive display was aimed at addressing constant 
time delays and focused on prediction without automa-
tion-based control assistance. Developing a predictive 
display that targets time-varying delays and comple-
ments human commands through automation is urgently 
required when using the Internet as the communication 
framework for teleoperation.
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This paper presents a teleoperation system that can 
fulfill operator intention in a remote environment, even 
with time-varying delays. The contributions of this study 
are summarized as follows: 

1 An XR-based predictive display is proposed to pre-
sent the outcome of the action performed by the 
operator, which is regarded as the operator’s inten-
tion. This predictive display is targeted for time-
dependent tasks, such as the liquid pouring task 
under time-varying delays. The operator’s intended 
level of the poured liquid is obtained through a math-
ematical model. The intended level is then visually 
represented as a white ring, overlaid on the delayed 
camera stream; this provides real-time visual feed-
back for the operator’s pouring action.

2 A shared control algorithm is proposed to fulfill the 
intended action given by the operator in the remote 
environment. The controller tracks the liquid surface 
height in real-time through point cloud segmenta-
tion-based liquid surface detection. By referring to 
the real-time liquid height, a proportional derivative 
(PD) controller tracks the operator’s intended liquid 
height and automatically completes the action to 
pour the desired volume of liquid despite the occur-
rence of time-varying delays.

3 Human subject experiments are performed to evalu-
ate system performance. Teleoperated liquid pour-
ing experiments are performed under two types 
of communication delays, including constant and 
time-varying delays with different round-trip values. 

These experiments suggest that the proposed system 
improves the operability of the teleoperation system 
under time-varying delays in terms of task accuracy 
and task operation time.

Teleoperation system
In this study, an immersive teleoperation system is pro-
posed. Figure  1 shows the architecture of the proposed 
teleoperation system. The system obtains the position 
and posture of the head and right hand through VR-
based head and hand tracking (Oculus Quest 2, Meta). 
The obtained values are transmitted to a remote PC 
through a 3D development platform (Unity). A homo-
geneous transformation matrix is then used to convert 
the Cartesian position and posture of the head and right 
hand from VR coordinate system to the robot coor-
dinates. Then, the inverse kinematics of the robot are 
solved to convert the Cartesian target to joint space tar-
get angles using TRAC-IK library [33] and sent to each 
robot. In this study, the head pose is kept constant under 
experimental conditions and only the hand pose is syn-
chronized with the follower robot.

The video stream from the remote environment is 
obtained using a stereo camera (ZED Mini, Stereo Labs) 
mounted on the wrist link of the robot manipulator (Uni-
versal Robot, UR3e), and used as the visual feedback. The 
video stream is first sent to the follower side PC (Fig. 1: 
PC2) and then to the leader side PC (Fig.  1: PC1) for 
graphical processing in Unity, and presented to the oper-
ator in stereo vision. The presented image resolution on 

Fig. 1 Proposed teleoperation system using a shared control and a VR device. The Oculus head-mounted display (HMD) is used for visual feedback, 
and an Oculus controller is used as a leader device to track the operator’s hand movements. The 6-degree-of-freedom robot arm (Universal Robot, 
UR5e) is used as a follower robot. The Stereo Camera (Stereo Labs, ZED Mini) is used for stereo visual feedback. The round-trip delay of this system 
is 150 ms
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the HMD is 720 × 2560 pixels with a frame rate of 60 Hz. 
The intrinsic time delay of this teleoperation system is 
30 ms for the transmission of position and posture com-
mands, 80 ms between the follower side PC receiving 
the command and the follower robot reaching the target 
position, and 50 ms for the communication delay of the 
camera image. Additionally, the transmission frequency 
of command values from PC1 to PC2 is approximately 30 
Hz.

Predictive display and shared control
This section describes (1) the proposed XR-based predic-
tive display of the predicted liquid height from the opera-
tor’s action to provide real-time visual feedback despite 
the time delay, and (2) a shared control algorithm that 
automatically complements the pouring action to fill the 
liquid to the intended height. In the proposed system, 
the predictive display and the shared control algorithm 
incorporate to fulfill the user intention. The predic-
tive display utilizes a liquid model to estimate the user 
intended liquid height and overlays the white ring on the 
beaker as an indication. Concurrently, the shared con-
trol algorithm auto-aligns the pouring spout of the bot-
tle with the beaker and executes the pouring action to 
track the intended liquid height in real-time. The system 
is designed to target a liquid pouring task and involves 
manipulating a robot hand that grasps a plastic bottle and 
pours its contents into a beaker. In this task, the position 
of the pouring spout is automatically aligned to match 
the opening position of the beaker, allowing the operator 
to focus on controlling a single degree of freedom that 
rotates around the pouring spout of the bottle.

System flowchart
Figure 2 shows the system flowchart of intention extrac-
tion and automatic execution. First, the operator cal-
culates the intended liquid surface height h using the 
posture θ of the controller and a liquid model. The cal-
culated liquid surface height is overlaid on the beaker 
shown in the remote follower environment video 
received after a time delay. As the predictive display, the 
liquid surface height calculated using the liquid model 
is presented to the operator without delay. The opera-
tor observes the real-time change in the overlaid liquid 
height and decides whether to continue pouring or stop 
and finish the task. As this decision-making process is 
similar to that performed by humans when pouring liq-
uid into a cup, it can be said that the volume of liquid cal-
culated from the liquid model is the intended volume by 
the operator.

As the feedback loop is closed on the leader side, the 
operation result does not depend on the remote envi-
ronment with time delay. Therefore, even if there is a 

communication delay, such as a delayed video stream 
from a remote environment, the operator can still com-
plete the task with the intended liquid height without 
being affected by the delay. In addition, despite the com-
munication delays, the intended height of the liquid dur-
ing the pouring process can still be transmitted to the 
follower robot. The shared control will automatically 
pour the liquid until it reaches the intended liquid surface 
height. By continuously visualizing the progress of the 
task with the predictive display, the time delay is over-
come. This makes the time-delayed teleoperated pouring 
task almost identical to the task without time delay, and 
through the auto-completion capability of the proposed 
system, the intention of the operator can be successfully 
realized in the remote environment.

The system behavior for each control step n under 
time-varying delay is shown in Fig. 3. First, using the liq-
uid model the desired liquid height h1 can be calculated 
from the controller’s posture θ1 . As the predictive display 
is visually presenting h1 to the operator as a ring with-
out delay, the operator can confirm the outcome (liquid 
height) of their action ( θ1 ) and manipulate the liquid in 
a real-time fashion. Next, h1 is transmitted to the remote 
environment with time delay Td . Then, according to the 
received liquid height on the follower side, a PD control 
is performed to complete the pouring action and track 

Fig. 2 Flowchart of the teleoperation system with the model-based 
predictive display, and shared control to reproduce the intended 
action. θ is the pose of the controller, and h is the intended liquid 
height calculated by the liquid model
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the intended reference height h1 . By repeating this pro-
cess, the operator can reproduce the desired height of the 
liquid hn in the remote environment.

Liquid model‑based predictive display for intention 
reflection
In this system, a liquid model is proposed to convert the 
controller pose θ to the operator’s intended liquid height 
h. Equation (1) shows the formula used to calculate the 
height of the liquid surface from the controller input 
angle:

where h(t) represents the intended liquid height at the 
current time step t, K is a constant gain value, θ(τ ) is the 
angle of the controller input at the step τ , and θ0(h(τ )) 
represents the angle of the bottle from which the liq-
uid starts flowing given h(τ ) is already poured into the 
beaker. Equation (1) shows that, similar to the situation 
when pouring liquid from a bottle, the more tilted the 
bottle is compared to the angle at which pouring can 
be started, the greater will be the flow rate of the liquid. 
Note that, the starting angle θ0(h) should be obtained 
from the real-world data by actually pouring the liquid 
with the given bottle.

The method to derive θ0(h) is described as follows. 
θ0(h) is obtained by tilting a bottle grasped by the robot 
hand to a certain angle and stopping for 10  s for pour-
ing, during which the height of the liquid surface in the 

(1)h(t) =

∫ t

0

K
[

θ(τ )− θ0
{

h(τ )
}]

dτ

beaker and the given angle of the bottle are recorded. 
Then, a polynomial regression is applied to obtain the 
relationship between θ0(h) and h. The angle of the bottle 
was investigated in 1-degree increments in the range of 
80◦ to 87◦ , and the linear approximation yielded the fol-
lowing equation:

The method to determine the gain K is described as fol-
lows. The value of the integral term increases with K, 
resulting in a faster response of h(τ ) . First, in order to 
make the model closely simulate the characteristics of the 
real liquid, the time from the start of pouring until the 
liquid reaches a height of 5 cm is measured, with the bot-
tle tilt angle fixed at 86◦ . Then, the same pouring condi-
tion is implemented inside the Unity physical simulator. 
The gain K is adjusted inside the simulator recursively to 
match the time required for pouring in the real environ-
ment. This procedure yielded a K value of 0.0774.

The operator’s intended liquid height h(t) is converted 
from the operator’s input action θ(τ ) through the com-
bination of Eqs. (1) and (2). As Fig. 4 shows, based on the 
estimated liquid height, an XR-based predictive display 
is developed by overlaying a white ring that indicates the 
height of the liquid surface to the beaker in the delayed 
camera image. This predictive display is then streamed 
to the HMD to provide real-time visual feedback. As the 
intended liquid height is predicted through a mathemati-
cal model, the predictive display does not contain any 
communication time delay and closes the visual feedback 

(2)θ0(h) = 108.07 · h+ 78.592

Fig. 3 The system behavior for each control step n under time-varying delays. θn is the pose of the controller, and hn is the intended liquid surface 
height calculated by a liquid model
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loop on the operator side. By relying on this real-time 
visual feedback, the operator can manipulate the liquid 
height as intended, and then the shared control automati-
cally completes the pouring action on the remote side. 
The pouring process is shown in the sub-figures (a–h) of 
Fig. 4.

Shared control for automatic liquid‑filling
Inspired by the research [34] which developed an auto-
matic liquid-filling algorithm using a humanoid robot, a 
shared control algorithm for automatic liquid-filling was 
developed. Figure 5 shows the block diagram of the auto-
matic liquid-filling algorithm. The reference value is the 
intended liquid height h(t), which is obtained by using 
the aforementioned mathematical model to convert the 
controller’s input posture. The deviation between the 
target value h(t) and the actual liquid height hreal is used 
as input to the PD controller that outputs the rotational 
velocity of the bottle rotating around its spout. Con-
sequently, the PD controller controls the volume of the 
liquid to be poured and adjusts the liquid height in the 
remote follower environment.

To perform PD control, the liquid height has to be 
obtained in real-time. Figure 6 shows an overview of the 
liquid height detection algorithm. An RGBD camera is 
mounted horizontally above the workspace of the fol-
lower robot to capture real-time point cloud data of the 

Fig. 4 The predictive display and the pouring process. The predictive display overlays the white ring on the beaker indicating the intended liquid 
height. The visual feedback loop is closed on the leader side without time delay, then the shared control automatically completes the pouring 
action until the intended liquid height is achieved. The sub-figure a shows the approaching and automatic position alignment, b the operator starts 
pouring action, c the white ring goes up to indicate the liquid height, d the operator adjusts the white ring to the targeted height, e the white 
ring reaches the targeted height, the operator stops the pouring while the shared control completing the pouring action, f liquid is being poured 
automatically, g pouring is finished and the liquid reached the intended height, h recover to the initial position

Fig. 5 Block diagram of the PD control for liquid pouring. θope is the pose of the controller, ĥ is the intended liquid surface height calculated 
by the model, e represents the error, and θ indicates the angular velocity of rotation around the pouring spout of the bottle. Additionally, hreal 
represents the actual height of the poured liquid

Fig. 6 Liquid height detection method using point cloud. PS 
indicates plane segmentation: PS detects the plane with the largest 
possible area from point cloud data and segments the data 
into plane point clouds and other point clouds. This allows PS 
to detect the plane of the table ( h1 ) and the plane of the liquid 
surface ( h2 ). The difference between their heights is the liquid height
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workspace. The Point Cloud Library (PCL) [35] is used to 
perform plane detection, which is a PCL algorithm that 
recognizes the largest plane in the point cloud data and 
segments it into the largest plane and other point clouds. 
Using this plane detection algorithm, the point cloud data 
is first segmented into the table plane where the beaker is 
placed and other point clouds to obtain the distance ( h1 ) 
between the plane and the camera. Then, using the plane 
segmentation algorithm again on the other point cloud 
data which is not the plane previously detected, the liquid 
surface plane can be acquired. The point cloud data rec-
ognized as a plane is considered to be the liquid height, 
and thus, the distance ( h2 ) from the RGBD camera to the 
liquid surface is obtained. The liquid height h can then be 
obtained by subtracting h2 from h1 . The automatic liquid 
filling achieved a filling accuracy of ±1.5 mm ( ±3.4 ml) 
using this PD controller.

Experiments and discussion
To evaluate the various time delay conditions, including 
time-varying delay, the experiment was conducted in two 
stages to minimize the influence of other factors. The task 
performed in Experiments 1 and 2 was to pour 150 ml of 
liquid from a bottle into a beaker. The evaluation criteria 
were the absolute error rate and the task operation time. 
The absolute error rate is calculated using the following 
equation:

where ǫ is the absolute error rate ( % ), M is the weight of 
the liquid poured, and T is the weight of the target vol-
ume of liquid.

The subjects were five individuals who do not regu-
larly use VR. Experiments 1 and 2 are performed under 
constant and varying time delays, respectively. Experi-
ment 2 was conducted approximately two weeks after 
Experiment 1. Before starting each experiment, to make 
the operators fully understand the pouring process, they 
were made to pour liquid three times under the condi-
tions of direct control (DC) and shared control (SC), 
without any added communication delay. In this con-
text, direct control refers to operators controlling the 
single degree of freedom which rotates around the pour-
ing spout, without the aid of liquid height indication 
and automated completion of the pouring action. In the 
experiments, the order of the experimental conditions is 
randomly selected to mitigate the effect of habitation. All 
study participants gave their informed consent and the 
study was approved by the Ethics Committee of Nagoya 
University (No. 23–8). The operators were instructed to 
pour the liquid quickly and accurately.

(3)ǫ =
|M − T |

T
× 100

Experiment 1 (constant time delay)
Experimental setup and procedure
In Experiment 1, evaluations were performed under con-
ditions with different constant time delays. In the experi-
ment, the round-trip communication time delays of 
0.4, 0.8, and 1.2 s were prepared. In each condition, the 
round-trip delay was evenly split into command trans-
mission and visual feedback delays. For each time delay, 
the two conditions of direct control and shared control 
were given, and for each condition, 3 trials were per-
formed, resulting in 18 trials for each of the 5 human 
subjects.

In addition, we obtained the time delay threshold Tc , 
above which shared control has a better operability than 
direct control. Absolute error rates and task operation 
times under each constant time delay condition were 
compared to determine Tc . The obtained Tc was then 
used to determine the delay conditions for Experiment 2. 
It is generally considered that operability decreases under 
variable communication delay because it is more difficult 
to predict the robot’s trajectory. By design, the operability 
of our proposed system outperforms direct control given 
the time-varying delays are set to values larger than the 
threshold Tc . Therefore, Experiment 2, which will be dis-
cussed in Section Experiment 2 (Time-varying delay), is 
conducted under the conditions of time-varying delays 
below the obtained Tc.

Results and discussion
The experimental results for the absolute error rate and 
task operation time are shown in Figs.  7 and 8, respec-
tively. In this experiment, a nonparametric Mann–Whit-
ney test was used to compare the performance of direct 
control and shared control under each constant time 

Fig. 7 Experimental results of absolute error rate in constant 
time delay conditions. A significant difference was observed 
between direct control and shared control in terms of constant time 
delay at 0.8 s and 1.2 s
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delay condition. Based on the experimental results (see 
Fig.  8), no significant differences in task operation time 
were observed. However, the absolute error rate (see 
Fig.  7) decreased significantly with shared control for a 
constant time delay of 0.8 s (DC vs. SC, p < 0.01 , average 
of 10.11 % and 2.21 %), and 1.2  s (DC vs. SC, p < 0.05 , 
average of 13.76 % and 4.57 %). This indicates an oper-
ability improvement with shared control when the con-
stant time delay is greater than 0.8 s; therefore, Tc was set 
as 0.8 s and used to determine the time delay condition 
for Experiment 2.

Figure  7 shows that the operational error with direct 
control increased with the communication delay time, 
indicating that the intended operation becomes difficult 
when there is a constant time delay in the teleoperation 
system. This result is consistent with the findings of the 
previous studies [14]. In contrast, with shared control, 
time delay has minimal effect on the absolute error rate, 
indicating that the proposed system can assist in success-
fully performing the intended tasks even with constant 
time delays in the communication network.

The interquartile range of the box plots in Fig. 8 indi-
cates that compared with the shared control, direct 
control has a greater variation in operation times for 
all constant time-delay conditions. We believe that the 
variation in operation time is due to differences in the 
operators’ pouring strategies. Table  1 summarizes the 
average task operation times for each subject. Subject C 
completed the pouring task in nearly 20 s, whereas sub-
ject D took nearly 13 s. The difference in task operation 
time among the subjects could be due to the difference 
in their task strategies. When performing teleopera-
tions under time delays, humans often adopt a “move 
and wait” strategy, which involves stopping until the 

robot response is confirmed and then performing the 
next action [36]. Before the start of this experiment, 
subjects were instructed to pour as quickly and accu-
rately as possible. The subjects were divided into those 
who did not stop the task in the middle and poured as 
quickly as possible, and those who stopped the task 
while adopting the “move and wait” strategy. We believe 
that this led to a large variation in operation time.

From Fig.  8, when the time delay was 1.2  s, the task 
was completed in a shorter median time compared 
with other time delay conditions. Due to the large time 
delay, the operators may have given an overly large 
initial input for the robotic arm control, resulting in a 
faster flow rate at the start of the pouring task. From 
Fig. 7, the time delay of 1.2 s corresponded to a higher 
absolute error rate; this implies that the decrease in 
the task operation time was not due to improved oper-
ability, but rather due to over-pouring caused by the 
deterioration in operability. Unlike pick-and-place or 
peg-in-hole tasks that can be completed through trial 
and error adjustments, pouring is a time-dependent 
and irreversible task; once overshoot occurs there is no 
way of returning to the original state, which we believe 
led to these results. To summarize, shared control was 
able to perform the pouring task with similar median 
times for all delay conditions, and stable operations 
were achieved regardless of constant time delays in the 
communication network.

Experiment 2 (Time‑varying delay)
Experimental setup and procedure
In Experiment 2, system performance was evaluated 
under the conditions of time-varying delays with means 
that are less than the threshold Tc identified in Experi-
ment 1. The round-trip communication time delays were 
generated with average time delays of 0.2  s, 0.4  s, and 
0.8 s. The jitters were set as Gaussian distributions with 
standard deviations of 10% of the mean time delays. The 
time delay for command and video communication is half 
of the round-trip time delay. For each time delay condi-
tion, the pouring task was conducted thrice under the 
conditions of direct control and shared control, resulting 
in 18 trials for each of the 5 human subjects.

Fig. 8 Experimental results of operation time in constant time 
delay conditions. Compared with the shared control, direct control 
has a greater variation in operation time for all constant time-delay 
conditions

Table 1 Average operation time (s) of each operator in direct 
control of Experiment 1 (CTD: Communication time delay)

CTD [s] Subject A Subject B Subject C Subject D Subject E

0.4 17.41 16.98 24.11 12.25 15.97

0.8 16.23 14.73 20.89 14.52 17.75

1.2 14.48 17.24 21.71 14.15 18.39
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Results and discussion
The experimental results for the absolute error rate and 
operation time are shown in Figs. 9 and 10, respectively. 
As in Experiment 1, a nonparametric Mann–Whitney 
test was used to compare the performance of direct 
control and shared control under the same time delay 
condition.

From Fig.  9, the absolute error rate decreased sig-
nificantly at time-varying delays of 0.4  s (DC vs SC, 
p < 0.05 , average of 3.46 % and 2.31 %) and 0.8 s (DC vs 
SC, p < 0.05 , average of 6.32 % and 2.91 %). As a signif-
icant difference in performance was observed starting 
from 0.8  s in Experiment 1, the results from Experi-
ment 2 indicate that shared control has a wider appli-
cability range under time-varying delays. This suggests 

that operational difficulty increases due to the variation 
in time delay, providing further evidence of the pro-
posed system’s capability of operational assistance.

From Fig. 10, the operation time with shared control is 
significantly longer at time-varying delays of 0.2 s (DC vs. 
SC, p < 0.05 , average 11.44 s and 14.04 s), and 0.4 s (DC 
vs. SC, p < 0.01 , average 11.13 and 14.13 s). This suggests 
that under shared control, tasks take longer to complete 
due to the automation process within the operation time. 
However, there was no significant difference in the opera-
tion time with a time delay of 0.8 s, indicating that shared 
control assists the operator to accomplish the task with 
higher accuracy and comparable operation time.

The effectiveness of shared control can be assessed by 
considering the absolute error rate and operation time. 
Under a time-varying delay of 0.4  s, the absolute error 
rate significantly decreased with shared control, while the 
operation time significantly increased. This implies that 
when the time-varying delay is 0.4  s, the operability is 
improved by means of task accuracy. The result further 
demonstrates that for tasks requiring high precision, such 
as pouring liquid in scientific experiments, the proposed 
shared control method can be effective. Moreover, when 
the time-varying delay was 0.8 s, shared control success-
fully assisted operators to complete the pouring task with 
significantly improved accuracy, while the operation time 
remained comparable to that with direct control. The 
results of Experiment 2 suggest that, based on the level 
of communication delay and the required task accuracy, 
it is desirable to switch between direct control and shared 
control for improved operability.

Conclusions and future works
In this paper, we proposed an intention-reflected pre-
dictive display to improve the operability of teleopera-
tion systems under constant and time-varying delays. 
The predictive display uses cross reality (XR) to visually 
present the outcome of operators’ intended actions, and 
further integrates with a delay-aware shared control algo-
rithm to automatically complete the intended action in 
the presence of constant or time-varying communication 
delays. The proposed system was evaluated with human 
subject experiments with a liquid pouring task. The abso-
lute error rate was shown to decrease significantly for a 
constant round-trip time delay of 0.8 s and above. Simi-
larly, the absolute error rate decreased significantly for 
a time-varying delay of 0.4  s or more. When compared 
with direct control under a time-varying delay of 0.8  s, 
the proposed shared control system successfully assisted 
the operators to perform pouring tasks with significantly 
higher precision and comparable task operation time.

Currently, the real-time liquid height detection 
employed in our shared control framework is achieved 

Fig. 9 Experimental results of absolute error rate in time-varying 
delay conditions. A significant difference was observed 
between direct control and shared control in the conditions of 0.4 s 
and 0.8 s

Fig. 10 Experimental results of operation time in time-varying delay 
conditions. A significant difference was observed between direct 
control and shared control in terms of time-varying delay at 0.2 s 
and 0.4 s
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through point cloud-based plane segmentation, given 
the controlled lighting conditions, and a simple image 
background. To extend the applicability of our research 
to more practical scenarios, future work should explore 
more complex image backgrounds and lighting condi-
tions. In such cases, image background segmentation 
can be performed to acquire the region of interest [37], 
and denoising algorithms can be utilized to enhance the 
quality of point clouds [38]. The liquid model used in this 
study is designed for the specific bottle and cup, aim-
ing to estimate the user’s intended liquid height. In the 
future, a more robust liquid model that integrates object 
recognition and deep learning can be explored to esti-
mate user intention across a variety of bottle and cup 
shapes. Given the time-dependent nature of the pour-
ing task, reverting to the original state once pouring has 
started can be challenging. A failing prevention function 
that halts pouring based on estimated cup capacity, or 
XR-based indications that display potential liquid spills 
can be implemented in the future. Moreover, the research 
outcomes could be significantly enhanced by incorporat-
ing sophisticated skill-blending methods [39, 40]. This 
would broaden the potential applications of our system 
to complex tasks that require the reflection of human 
intention, such as in medical applications [41, 42] and 
cooking applications [43].
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