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Abstract 

The construction industry faces a labor shortage problem, so construction vehicles need to be automated. For 
automation, a position estimation method is expected that is independent of the work environment and can 
accurately estimate the position of targets. This paper aims to develop a position estimation method for multiple 
construction vehicles using 3D LiDAR installed in a work environment. By focusing on the shape of construction 
vehicles, this method can estimate the location of construction vehicles in places where conventional methods 
cannot be used, such as valleys or roofs. Because the shape of the construction vehicle changes depending on the 
work equipment and steering operation, each joint angle was obtained, and the 3D model used for estimation was 
updated. As a result of the experiment, it was verified that the position and orientation of multiple construction 
vehicles can be estimated with an accuracy that satisfies the required accuracy.
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Introduction
The current construction industry faces a labor 
shortage problem. To solve this problem, automation 
of construction vehicles using information and 
communication technology (ICT) is being promoted, and 
research aimed at practical applications is being actively 
conducted [1–4]. These studies focused on individual 
tasks and estimated the position and orientation of 
construction vehicles using a global navigation satellite 
system (GNSS) and simultaneous localization and 
mapping (SLAM). However, depending on the location, 
it may not be possible to estimate the position using 

typical position estimation technologies, such as GNSS 
and SLAM, which are used for mobile robots [5, 6]. For 
example, GNSS cannot be estimated in places where 
satellite data are difficult to receive and SLAM tends to 
fail in an environment without surrounding features. In 
these methods, it is necessary to attach a sensor outside 
the vehicle, and there is a risk that the vehicle will be 
damaged while working. Therefore, a position estimation 
method for vehicles from the environmental perspective 
is desirable.

The total station (TS) is a well-known method for 
estimating the position from the surrounding without 
being attached to the vehicle. This observation device 
combines an optical ranging sensor that measures 
the distance and a theodolite that measures the angle 
[7]. However, the installation place is limited because 
the estimation cannot be performed if the prism 
becomes invisible. In addition, a method for position 
estimation using information obtained by radio 
frequency identification (RFID) as land markers has been 
proposed [8]. A method to identify the relative position 
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and orientation of the robot using a beacon with an 
ultrasonic receiver and an infrared oscillator installed 
in the environment, and a robot equipped with an 
ultrasonic transmitter and infrared receiver is proposed 
[9]. However, these methods require a large number 
of sensors to be installed in the work environment, 
and the estimation range is limited to a narrow work 
environment.

As an approach for estimating the position with LiDAR 
installed in the environment, an articulated vibrating 
roller is proposed, which estimates the position by 
weighting using the feature value based on the reflection 
intensity and performing template matching with a 
prepared template image [10]. However, there are some 
issues with this method. Using a 2D point cloud, the 
accuracy of template matching was adversely affected 
by the inclination and unevenness of the ground surface 
of the body. Furthermore, because there is little feature 
information, similar shapes can be incorrectly detected. 
In addition, it does not consider the case where there are 
multiple construction vehicles in a work environment. 
Thus, it cannot be applied to estimate multiple vehicles. 
A method has been proposed for estimating the position 
of multiple vehicles using 3D point clouds without the 
need for specific vehicle models, which distinguishes 
between background and object point clouds and 
performs object detection [11]. Another method involves 
mapping 3D point clouds to 2D images and performing 
object tracking by matching detected objects from past 
frames as templates [12]. However, these methods for 
object extraction from the source point cloud may 
encounter issues such as misrecognition when dynamic 
changes occur in the background or when objects are in 
close proximity to the background. On construction sites, 
sediment transport may change the topography, and 
close proximity between vehicles is likely to lead to object 
detection failures. Other methods have been proposed 
to estimate the positions within 3D point clouds using 
deep learning, such as using long short-term memory 
(LSTM) deep networks to detect features of pedestrians 
or column units [13, 14]. However, these approaches 
have the disadvantage of requiring learning data for each 
construction vehicle, which makes their implementation 
difficult. A method for position estimation using 3D 
point clouds and 3D vehicle models has also been 
proposed [15]. However, since the method supposed that 
maintain roads are flat and using normal vectors on the 
flat roads as a constraint, it would be difficult to use the 
method on rough terrain at a construction site. Then, it 
has not been evaluated when vehicles are driving.

In previous research, methods for position 
estimation using background subtraction or under 

the constrain of the flat road have been proposed, but 
we consider that these methods are not suitable for 
use in environments such as construction sites with 
rough terrain, or situations where multiple vehicles are 
working simultaneously and getting close to each other. 
Therefore, we aim to develop a position estimation 
system that can be used in actual construction sites, 
which does not rely on environmental information, 
and uses the 3D vehicle models to enable position 
estimation for multiple vehicles.

Our targeted construction sites include tunnels, 
deep valleys, and quarries, as well as potentially large 
buildings and high cliffs. In these environments, the 
use of GNSS is often not feasible, and cellular signals 
may not be available, preventing the acquisition of 
GNSS correction data. In addition, these similar terrain 
features in the environment may cause incorrect 
estimation of position.

Therefore, in this study, we propose a position 
estimation method for multiple small construction 
vehicles of different models using point cloud 
information obtained from 3D LiDARs installed in 
the work environment and 3D models of construction 
vehicles. This method enables the estimation of the 
position of multiple construction vehicles with respect 
to the number of 3D LiDARs deployed, as well as the 
measurement of the work environment. This means 
that a large number of construction vehicles can be 
deployed in the field while utilizing a relatively small 
number of 3D LiDARs for both position estimation 
and environmental measurement. To correspond to 
different vehicle types, it is necessary to consider the 
shape changes owing to the working equipment and 
drive units. For example, the shape of a crawler dump 
truck does not change while it is running, whereas 
the shape of a wheel loader changes because it has 
an articulated drive unit. To verify that the proposed 
method can be used to autonomously drive actual 
small construction vehicles to perform the prepared 
earth-moving task, an autonomous driving system 
for construction vehicles was constructed and a 
demonstration was conducted. This study demonstrates 
earth-moving tasks by excavating a pile of earth and 
sand with a wheel loader, loading the earth into the 
bed of a crawler dump truck, and unloading the load 
after the crawler dump truck has traveled to the earth 
removal position.

The paper is organized as follows. First, we describe 
the autonomous driving system for the construction 
vehicles that we have developed, as well as the target 
construction vehicles. Then, we present our proposed 
position estimation method. Next, we report the 
results of a driving experiment that simulated the 
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transportation of soil and sand using a 3-ton wheel 
loader and a crawler dump truck. We then discuss 
the insights gained from this experiment. Finally, we 
present the conclusion of this paper.

Autonomous driving system
This section describes the system constructed to perform 
the autonomous driving of small construction vehicles. 
The system configuration is illustrated in Fig.  1. The 
system uses a noetic version of the robot operating system 
(ROS) as middleware. Each construction vehicle shares 
information with a PC at the base via Wi-Fi, and each 3D 
LiDAR shares information via a wired connection. The 
user can send instructions from the mobile terminal to 
the small construction vehicle equipped with a retrofit 
device for autonomous driving.

Details of the small construction vehicles that were the 
focus of this study were provided. The retrofit devices 
developed by our team for retrofitting these small 
construction vehicles were used in this study [16][17]. 
The pure pursuit method was adopted to control the 
actual travel of the construction vehicles [18].

Crawler dump truck
A crawler dump truck is a rough-terrain transport 
vehicle used for earth-moving operations. IC35 of the 
IHI was used in this study. A photograph of the IC35 is 
shown in Fig.  2. The dimensions of the IC35, excluding 
the driver’s seat, was 3.20 m in length, 1.52 m in width, 
and 1.68 m in height. The load capacity was 3 tons, and 
the machine mass is 2.2 tons. The average traveling speed 
was 6 km/h at low speed and 10 km/h at high speed. The 
left and right crawlers can move forward and backward, 
with two independent control levers linked to forward 
and backward movements.

Wheel loader
A wheel loader is a construction vehicle that clears 
ground for earth excavation. Komatsu WA30, was used 

in this study. A photograph of the wheel loader is shown 
in Fig. 3. The dimensions of WA30, excluding the driver’s 
seat, was 4.03 m in length, 1.50 m in width, and 1.86 m in 
height. The bucket capacity was 0.4 m2 and the machine 
mass was 1.95 tons. The maximum traveling speed was 
15  km/h. The machine was driven by an articulating 
system that folds between the body and work equipment 
when the handle was turned, and the articulation angle 
was 40deg . In addition to the gas pedal and brake, the 
operator had a control lever that moved back and forth 
and left and right to move the work equipment.

Position estimation
This position estimation method obtains the shape of the 
construction vehicle from point clouds obtained from 3D 
LiDARs installed at multiple locations and then matches 
it with a 3D model of a construction vehicle to estimate 
its position, as shown in Fig. 4.

Merging point cloud
To match the 3D model, it is necessary to merge the point 
clouds obtained from multiple 3D LiDARs into a single 

Fig. 1  System configuration for autonomous driving of small 
construction vehicles

Fig. 2  Crawler dump truck of the IHI

Fig. 3  Wheel loader of Komatsu



Page 4 of 11Inagawa et al. ROBOMECH Journal           (2023) 10:15 

point cloud. For this purpose, the local coordinate system 
of one LiDAR is defined as the origin, and appropriate 
coordinate transformations are performed for the 
position and orientation of each 3D LiDAR to merge 
them into a single point cloud. The merged point cloud 
can be expressed as

where P is the point cloud of the merged point cloud,
Qi is the point cloud of the i-th 3D LiDAR,
qj is the 3D position of the j-th point of Qi point cloud,
N is the number of LiDAR installed in the field,
Ti is the translation vector of the transformation matrix 

of the i-th 3D LiDAR, and
Roti is the rotation matrix of the transformation of the 

i-th 3D LiDAR.
The position relationships among LiDARs are typically 

measured through a process called LiDAR calibration. 
This involves aligning the point clouds of a calibration 

(1)P = {qjRoti + Ti | qj ∈ Qi, 0 ≦ i < N },

object among the different LiDARs, and making manual 
adjustments to determine the Roti and Ti matrices. 
Specifically, for each sensor, a point cloud of an object 
of known shape placed in the area is obtained, and by 
matching the point cloud data with the known shape, 
the position and orientation of each sensor is obtained. 
These matrices represent the rotational and translational 
differences between the LiDARs in the coordinate system 
of one of the sensors.

To reduce the amount of processing, the merged 
point cloud is downsampled using a voxel grid filter 
(VGF), which is a downsampling method that divides 
the 3D space into grids with a sampling interval of D and 
approximates the point cloud inherent in each grid as 
its center of mass. The merged point cloud is shown in 
Fig. 5. In this point cloud, the surface point clouds of the 
crawler dump and sand pile can be observed. To ensure 
accurate and real-time estimation, it is crucial to set an 
appropriate threshold value D, as point cloud sparsity or 
density can greatly affect the results. Based on practical 
experience and the average speed of the subject vehicle, 
we set D to 0.2. This value is derived from the amount of 
movement per unit time of the vehicle.

Update 3D model
For accurate matching of the obtained point cloud and 
3D model, it is necessary to update the 3D model of the 
construction vehicle to match the moving parts of the 
actual vehicle. In particular, for a wheel loader, the point 
cloud model divided into four parts (arm, bucket, front 
wheel, and driver’s seat/rear wheel) must be combined 
based on the angle data of each joint acquired by the 
encoder and inertial measurement unit (IMU), and the 
3D model must be updated. An example of updating the 
3D model of a wheel loader is shown in Fig. 6.

During the matching process, if the positions and 
orientations of the 3D model and merged point cloud are 
significantly different, it causes a mismatch. Therefore, 
the initial position and orientation of the 3D model 

Fig. 4  Flowchart of our proposed position estimation method

Fig. 5  Merged point cloud. It sees a surface point cloud of crawler 
dump truck and an earth and the sand pile
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were changed using the previous estimation results. This 
enables a rough match. Finally, to prevent inaccuracy in 
matching due to a lost point cloud, the points of the 3D 
model outside the sphere of radius R, with the origin at 
the point of the previously obtained point cloud around 
the vehicle, are deleted to prevent the corresponding 
points from being generated incorrectly. This allows the 
3D model to update the surface point cloud of the point 
cloud because of the missing points. This study refers 
to this method as remodeling using a predictive model 
(RM) algorithm [19]. Figure 7 shows a conceptual scheme 
of the RM algorithm.

Matching with 3D model
Matching the 3D model and merged point cloud to 
obtain the translation and rotation matrices enables 
position estimation. An iterative closest point (ICP) is 
used for matching [20]. ICP requires rough matching. 
For the second and later estimations, because the 3D 
model is roughly matched in Sec.  3.2, the position and 
orientation are manually assigned to the vehicles for 
the first estimation. This allows us to estimate multiple 
construction vehicles of different models by continuing 
to capture the point clouds in the vicinity, as each vehicle 
has its own starting point for estimation.

Demonstration
In this section, experiments are conducted assuming an 
environment where GNSS is not available to verify that 
the position estimation obtained by the proposed method 
can be applied to automate earth moving operations. 
Therefore, Real-time kinematic GNSS (RTK-GNSS) is 
used only for evaluation in these experiments.

Demonstration setup
The demonstration was conducted in the field as shown 
in Fig. 8. In the field, there is a pile of soil in the center, 
with an area of 50  ms in the X direction and 25  ms in 
the Y direction. The small construction vehicles, crawler 
dump truck (CD) and wheel loader (WL), equipped with 
the retrofit device as described in Sec., were used in the 
demonstration.

The 3D model of each construction vehicle was 
created using Open3D’s reconstruction system from the 
depth images captured using the Realsense D435i. The 
Robosense RS-LiDAR-M1 was used as the 3D LiDAR 
system. This is a solid-state LiDAR that can obtain high-
resolution images with horizontal and vertical resolutions 
of 0.2◦ . Two LiDARs were placed 54 m apart facing each 
other.

In this study, we evaluated the position estimation 
accuracy using the mean absolute error (MAE), which is 

Fig. 6  The 3D model of a wheel loader. It is updated by joint data 
obtained from the vehicle using encoders and IMU

Fig. 7  Conceptual scheme of the RM algorithm. Remove the points 
of the 3D model outside the sphere of radius R, whose origin is the 
point of the point cloud around the vehicle obtained the previous 
time

Fig. 8  Demonstration field. 3D LiDAR is placed facing each other 
across the work area where construction vehicles are traveling
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the average of the absolute errors between the estimated 
position and the true value. RTK-GNSS estimates 
were used as the true values in the position estimation 
evaluation. In this demonstration, the Yaw angle was also 
calculated using two RTK-GNSS.

The laptop used for location estimation in this 
experiment has an AMD Ryzen 9 4900HS CPU and 16 
GB memory, and all programs run in ROS noetic.

Case 1: results of estimation of position at standstill
In this case, we verified the accuracy of the proposed 
position estimation method when the vehicle was 
stopped. A wheel loader and crawler dump truck, 
which are small construction vehicles were stopped at a 
specified position, and the estimation was performed for 
approximately 20 s. The merged point cloud is shown in 
Fig. 9.

The position estimation results for the crawler dump 
truck and wheel loader and the error obtained from RTK- 
GNSS are shown in Figs. 10 and 12, respectively. The yaw 
angle estimation results and yaw angle obtained from 
RTK- GNSS are shown in Figs.  13 and 11, respectively. 
The MAE±σ calculated from the estimated values 
obtained using this method was 0.031± 0.025 m for 
the crawler dump truck and 0.111± 0.024 m for the 
wheel loader. The yaw angles were 0.014 ± 0.002 and 
0.006± 0.011 rad, respectively. These results indicate that 

the estimation method is highly accurate. In particular, as 
shown in Figs. 13 and 11, the yaw angle estimated by this 
method has a smaller variance than the estimated angle 
obtained by RTK-GNSS, indicating that the estimation 
is accurate. These experimental results confirm that 
there is a steady-state error even though vehicles are 
stationary. This may be caused by an error between the 
coordinate system of the merged point cloud and the 
coordinate system of the GNSS. The coordinate system 
of the GNSS was adjusted to align with the origin of 
the merged point cloud reference, in order to use GNSS 
values as true values, but an error may have occurred 

Fig. 9  Merged point cloud obtained when the vehicles are stopped

Fig. 10  Position error results of the estimated positions compared to 
RTK-GNSS for a crawler dump truck

Fig. 11  Position error results of the estimated positions compared to 
RTK-GNSS for a wheel loader

Fig. 12  Yaw angle error results of the estimated positions compared 
to RTK-GNSS for a crawler dump truck at case 1

Fig. 13  Yaw angle error results of the estimated positions compared 
to RTK-GNSS for a wheel loader at case 1
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during the installation of the GNSS on the actual vehicle. 
In addition, there was a temporary increase in estimation 
error (as shown in Figs. 10 and 12). This can be attributed 
to noise in the point cloud caused by sand dust which 
is induced by the movement of the crawler. The dust 
reflects the laser from the 3D LiDAR. Furthermore, the 
RM algorithm may update the model incorrectly if sand 
dust overlaps the occlusion spots and the point cloud 
appears temporarily. In this case, matching accuracy is 
expected to be worse. These issues will be discussed in 
the discussion section. In addition, the positional error of 
the wheel loader is less accurate than that of the crawler 
dump truck. No significant differences were observed in 
maximum position error. The reason for high maximum 
yaw angle error of the wheel loader may be due to the 
error in the RTK-GNSS used as the true value.

Case 2: results of the estimation of the driving position
In this case, a driving plan for a earth-moving task 
is performed to verify the accuracy of the position 
estimation as the vehicle moves.

A series of sediment transport operations performed 
is shown in Fig.  14 and Fig.  15. From 1 to 3, the wheel 
loader is scooping the sediment. From 4 to 5, the wheel 
loader moves the crawler dump truck to the sand-loading 
position. From 6 to 8, the wheel loader loads the earth 
onto the bed of the crawler dump truck. From 9 to 10, 
the wheel loader moves to the point of the load. For 
each task, a path was given and tracking control was 
performed using the pure pursuit method based on the 
estimated position.

The position estimation results for the crawler dump 
truck and wheel loader and the positions obtained from 
RTK- GNSS are shown in Figs.  16 and 17, respectively. 
The yaw angle estimation results and yaw angle 
obtained from RTK- GNSS are shown in Figs. 18 and 19, 
respectively.

The MAE±σ calculated from the estimated values 
obtained using this method was 0.089± 0.067 m for 
the crawler dump truck and 0.115± 0.052 m for the 
wheel loader. The yaw angles were 0.032± 0.027 rad and 
0.097± 0.065 rad, respectively. For both construction 
vehicles, the accuracy was low while moving than in 
stationary. These experimental results indicate relatively 
large errors in the position estimation. In particular, there 
are larger errors in areas around X=42, Y=12 in Fig. 16 
and X=18, Y=13 in Fig.  17 than in other areas. These 
areas are at the timing of the turning operation, and we 
consider the matching errors to be caused by the sand 
dust generated during the turning; this is same reason 
in "Case 1: results of estimation of position at standstill" 
section. In addition, the larger error for wheel loaders 

compared to crawler dump trucks may be attributed to 
time-delay of the encoder date for relative joint posture 
through Wi-Fi. This time-delay may result in a difference 
between the actual shape of the vehicle and the 3D model 
shape, potentially leading to errors in the matching 

Table 1  MAE and maximum MAE results for Case 1 and Case 2 
position and Yaw angle

Case 1 Crawler dump truck Wheel loader

Position MAE [m] 0.031± 0.025 0.111± 0.024

Max Position MAE [m] 0.133 0.158

Yaw MAE [rad] 0.014± 0.002 0.006± 0.011

Max Yaw MAE [rad] 0.017 0.113

Case 2 Crawler dump truck Wheel loader

Position MAE [m] 0.089± 0.067 0.115± 0.052

Max Position MAE [m] 0.632 0.158

Yaw MAE [rad] 0.032± 0.027 0.097± 0.065

Max Yaw MAE [rad] 0.19 0.229

Fig. 14  Sequentially numbered images of point clouds during case 
2 demonstration
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process. However, there was no situation where the 
position estimation failed and the vehicles were lost.

Finally, the results of the experiment are summarized. 
The MAE and maximum error for each position and yaw 
angle are listed Table. 1. The results for cases 1 and 2 show 
that the error is larger while moving than in stationary. 
However, since the proposed position estimation method 
can be used for tracking control, these errors are at a level 
that is sufficient for autonomous driving.

Discussion
The proposed position estimation method can estimate 
positions of construction vehicles based on the shape 
of the vehicle. Therefore, the proposed method can 
estimate the positions of vehicles located in plains, cave 
areas and few features can be estimated valleys where the 
communication is hampered, or the sky above the vehicle 
is blocked.

Fig. 15  Sequentially numbered images of video during case 2 
demonstration

Fig. 16  Path comparison of the crawler dump truck estimated 
position and GNSS true position

Fig. 17  Path comparison of the wheel loader estimated position and 
GNSS true position
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In Japan, the required accuracy for maneuvering is ±0.4 
m for positional accuracy and ±0.1 rad for orientation 
accuracy, based on the course standards specified 
for practical training of rough-terrain vehicles. The 
experimentally verified estimation accuracy meets these 
accuracy requirements and is sufficient for autonomous 
driving.

However, this required accuracy is at a minimum level 
at which work can be performed in the field, and further 
accuracy is required for optimal work. This method still 
has issues to be addressed.

The demonstration results (see Table 1) show that the 
position estimation accuracy is low in wheel loader than 
that of crawler dump truck. This error can be attributed 
to the following two factors. The first is the error in the 
point cloud model of the 3D model. The 3D model uses 
the point cloud created by Open3D’s reconstruction 
system directly, but there are variations in the unevenness 
of the surface. Because the wheel loader has a complex 
shape with multiple moving parts, these variations may 
have caused errors during the matching process. In 
addition, the errors between the joint positions of the 
parts and the joint positions of the real vehicles are also 
considered to have an effect. However, the crawler dump 
truck has a simpler shape than that of the wheel loader, 
which may have resulted in small matching errors. The 

second is the downsampling effect. The arm width of a 
wheel loader is approximately 30  cm at the narrowest 
point. Therefore, if the sampling intervals are small, 
the number of point clouds around the wheel loader 
becomes small, and it is possible that the number of point 
clouds is not sufficient for accurate matching. However, 
a smaller sampling interval increases the computational 
complexity and affects the real-time performance. These 
factors will be addressed in future studies.

Our proposed method has the following limitations 
based on the results of the demonstration.

•	 Influence of point cloud measurement error on 
estimation accuracy In our proposed method, 
position estimation is performed using point cloud 
matching technology, which can be influenced by 
measurement errors in the obtained point cloud. In 
real-world environments, measurement errors can 
occur due to environmental factors such as sand dust 
and rain. For example, as shown in Fig. 20, the dust 
can be seen rising from the area where the vehicle 
has traveled. In the case of estimation in occlusion 
conditions, this sand dust can cause the vehicle 
to lose its position or misidentify that the vehicle 
moves.

•	 Increase in calculation costs according to increase 
the number of vehicles As the number of vehicles 
increases, the computation time for position 
estimation using point cloud matching technology 
increases monotonically due to the larger number 
of models to be matched. Using the vehicle models 
employed in this experiment, the estimated 
position for a crawler dump truck can be obtained 
in approximately 8 ms, while for a wheel loader, it 
takes about 15 ms. The number of vehicles that can 
be estimated simultaneously depends on the scan 
period and computing power. For example, under a 
scan period of 10 Hz, our 3D LiDAR, algorithm, and 

Fig. 18  Yaw angle error results of the estimated positions compared 
to RTK-GNSS for a crawler dump truck at case 2

Fig. 19  Yaw angle error results of the estimated positions compared 
to RTK-GNSS for a wheel loader at case 2

Fig. 20  A point cloud capturing the sand dust raised by a vehicle’s 
traveling (highlighted with white circles)
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CPU can estimate up to 12 crawler dumps in the 
same period. We believe that it is possible to handle 
a higher number of vehicles by upgrading the CPU or 
parallelizing the system.

•	 Measurement range limitation The measurement 
range of each 3D LiDAR unit is limited in order 
to maintain a point cloud density sufficient for 
matching. Assuming a minimum distance of 0.2 ms 
between points, the range is limited to approximately 
57 ms. We consider that more 3D LiDAR units will 
need to cover the large area of the construction 
site. Additionally, some algorithm to optimize their 
placement for reducing the occlusion will be needed.

Conclusion
In this paper, we proposed and implemented a position 
estimation method for multiple small construction 
vehicles using point clouds obtained from 3D LiDARs 
installed in the work environment and 3D models of 
construction vehicles. The results of the demonstrations 
in the rough sand field, even under conditions where 
sand dust is generated, using the crawler dump truck 
and wheel loader verified that our method was able to 
estimate the position of two different types of vehicles 
with sufficient accuracy to meet the required accuracy 
for controlling vehicles.
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