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Study of a robotic system to detect water 
leakage and fuel debris-System proposal 
and feasibility study of visual odometry 
providing intuitive bird’s eye view-
Zhenyu Wang1* , Gen Endo1, Masashi Takahashi2, Hiroyuki Nabae1, Koichi Suzumori1, Nobuyoshi Tsuzuki3, 
Hideharu Takahashi1, Kazushi Kimoto4, Tomonori Ihara5 and Hiroshige Kikura1

Abstract 

To obtain the necessary information on fuel debris and water leakages during the decommissioning task of the Fuku-
shima Daiichi Nuclear Power Plant, an ultrasonic-based method was proposed for future internal investigation of the 
primary containment vessel (PCV). In this article, we describe the rotatable winch mechanism and visual localization 
method, which were used to aid the investigation. We used the rotatable winch mechanism to adjust the height and 
orientation of the ultrasonic sensor and localized the robot with cameras to localize the sensor, to provide assisting 
information for data combination. We studied the feasibility of the conventional visual odometry method for applica-
tion to the situation and performed localizing accuracy evaluation experiments with a mobile robotic platform pro-
totype. The results showed that the visual odometry method could generate intuitive bird’s-eye-view maps, and pro-
vided an average error rate of 35 mm/1500 mm, which met the required maximum error rate of 100 mm/1500 mm for 
the grating movement. Experiments were also conducted with adjustable parameter ranges that could provide the 
required accuracy.
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Background
The decommissioning of the Fukushima Daiichi Nuclear 
Power Plant (NPP) is an urgent national problem in 
Japan. The emergency cooling process of the reactor core 
failed due to loss of power, seriously damaging the cores 
of reactors No. 1, 2, and 3. Approximately 200 tons of 
fallen nuclear fuel debris from the damaged cores, which 
contain melted nuclear fuels and structural materials, are 
estimated to remain in each nuclear reactor. Moreover, 
water leakages within the damaged containment con-
tainer caused outflow of polluted water, which hindered 

implementation of the submersion method. To remove 
the fuel debris safely and efficiently from the primary 
containment vessels (PCVs), it is essential to understand 
the distribution and characteristics of the fuel debris 
inside the PCV. Further, we need to locate and stop the 
water leakages inside the PCV to minimize the egress of 
radioactive water.

This article proposes a new robotic system that uses 
ultrasonic sensors to detect fuel debris and water leakage 
outside the pedestal in the PCV. The proposed system 
consists of a mobile robot, a winch mechanism, a camera, 
and ultrasonic sensors, as shown in Fig.  1. The mobile 
robot moves on the grating floor, which is located above 
the pedestal. The winch mechanism on the mobile robot 
deploys the ultrasonic sensor through the grating lattice. 
The height and orientation of the sensor are controlled 
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by the winch mechanism. Ultrasonic sensors detect 
the shape and characteristics of the fuel debris as well 
as the water flow of the retained water under the grat-
ing. Because the maximum measurement range of the 
ultrasonic sensor is limited, the ultrasonic measurement 
should be performed repeatedly in various locations on 
the grating. Therefore, it is important to accurately local-
ize the position and orientation of a mobile robot to com-
bine the partial data into global data. To achieve accurate 
localization, we focus on the texture of the grating lattice. 
The grating lattice is uniform (30  mm × 100  mm), and 
its lattice texture is orthogonal. Thus, we can regard the 
grating texture as a coordinate system. If we can count 
the number of grating lattices while traveling, we can 
localize the robot position by using the resolution of the 
lattice size.

The contributions of this study are twofold: (1) a pro-
posal for a new robotic system that uses ultrasonic sen-
sors to detect fuel debris and water leakages and (2) a 
study of the feasibility and accuracy of the localization 
of the robot using a mono-camera on the grating. In 
particular, we investigate the possibility of generating a 
global bird’s-eye-view map that is very intuitive and easy 
to understand. The generated map will greatly help the 
robot operator move the robot during the mission and 
minimize the operation time needed to reach the speci-
fied target position, thus maximizing the efficiency of the 
investigation within a limited working duration.

The remainder of this article is organized as follows. 
“Related work” section introduces related works and 
describes the current problems to be solved. “Proposed 
robotic system” section proposes a new robotic system 
and clarifies the research objectives of this study. “Visual 
odometry method and bird’s-eye view” section addresses 
the issue of localization by a mono-camera using a visual 

odometry method to provide an intuitive bird’s-eye-view 
global map for the operators. “Prototype model” section 
describes the hardware experiment using a prototype 
model, and “Experiment” section quantitatively evaluates 
the localization accuracy. Finally, in “Conclusion” section, 
we conclude this article and discuss future work.

Related work
In this study, our target plant is Unit 1, where the grat-
ing floor remains above the retained water, as illus-
trated in Fig. 1. For the Unit 1 reactor, the fuel debris is 
likely to have spread outside the pedestal through the 
access port for workers at the bottom of the PCV. In 
April 2015, a configuration-changeable robot system 
called PMORPH1, developed by Hitachi-GE Nuclear 
Energy, successfully entered the PCV of the Unit 1 reac-
tor through X-100B penetration, and the dose rates and 
internal temperatures at different points on the grat-
ing were measured [1]. In March 2017, the improved 
PMORPH2 moved on the grating, and it utilized a winch 
mechanism to sink a sensor unit, consisting of an under-
water camera, a dosimeter, and lights, into the retained 
water through the grating lattice to the target position 
[2]. Two cameras were installed on the front side of the 
robot to form a stereo camera, and were utilized to local-
ize the position and orientation of the robot. The land-
marks were assigned in advance based on the PCV’s 
internal structure obtained from the design drawings 
[3]. The operator(s) remotely controlled the robot move-
ments based on the two frontal camera images, which 
were close to the grating. The acquired survey results 
revealed that the dose level decreased upon submersion 
in the water, but then rose again when approaching the 
bottom [4]. The radiation level near the basement of the 
PCV was approximately 10  Gy/h, and there were fallen 
objects and sediments on the basement.

To investigate the space under the grating platform 
within the pedestal of the No. 2 reactor, Toshiba Energy 
Systems & Solutions Corporation developed a long tel-
escopic pipe device that carried a pan-tilt camera. The 
device was designed to enter through X-6 penetration 
and extend the telescopic pipe to the platform. Then, it 
would utilize the cable within the pipe to sink the pan-tilt 
camera [5]. Thus, in the on-site investigation performed 
in January 2018, operators acquired images of the ped-
estal bottom with the pan-tilt camera, and confirmed 
the existence of sediments presumed to be fuel debris. 
To acquire the necessary data on the sediment charac-
teristics, Toshiba-ES equipped the device with a finger 
mechanism and performed a further investigation in Feb-
ruary 2019 [6]. In this investigation, the device success-
fully touched the sediments and moved the small-sized 
ones with an improved finger mechanism. However, the 

Fig. 1 Overview of the proposed robotic system
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device failed to move the rocky sediments or leave con-
tact traces on them [7].

In our effort to learn from the successes of these on-
site investigations, we considered that the designs of 
PMORPH and the telescopic pipe device reflected dif-
ferent investigative directions: PMORPH passed through 
the penetration point and used the grating platform as 
the main moving area, utilizing its small size and flex-
ibility as a mobile robot. The telescopic pipe device con-
sisted of thin and long pipes, which prevented the rear 
end from entering. In general, they both utilized cables 
to submerge the investigating units and relied on cameras 
to gather the necessary information on cable feeding pro-
cesses and inspections.

Although visual images are essential in remotely oper-
ated investigations using robots, a shortage of cameras 
may hamper further investigations. Within the activ-
ity scope of PMORPH, the maximum dose rate reached 
10  Gy/h on the pedestal bottom and grating platform. 
The maximum allowable accumulated irradiation dose 
of the equipped camera of PMORPH2 was 1000 Gy [2], 
limiting the maximum working time duration to 100  h, 
which was acceptable at the 10  Gy/h dose rate. How-
ever, when facing extreme environments during opera-
tions such as digging into the sediments, the radiation 
resistance of the currently available camera may not be 
high enough. Moreover, the visual images taken by the 
camera showed that the retained water was quite tur-
bid, and poor visibility restricted the localization of the 
fallen objects on the basement [4]. For localization of the 
robot, it was necessary to set landmarks based on the 
PCV structure in the normal undamaged state [3]. How-
ever, setting the landmarks in advance is not guaranteed 
to localize the robot with sufficient accuracy because of 
the heavily damaged PCV structure. Further, it was also 
difficult to intuitively understand the location of the 
robot because of the similar repetitive images of the grat-
ing with shallow angles between the two frontal cameras’ 
axes and the grating floor [4].

To solve these problems, we propose a new robotic sys-
tem that uses ultrasonic sensors to detect fuel debris and 
water leakages, so that the robustness of camera-based 
underwater inspection is improved. We also propose the 
application of a visual odometry method using a mono-
camera to generate an intuitive bird’s-eye-view global 
map.

Proposed robotic system
We propose a robotic system consisting of a mobile 
robot, a winch mechanism, a camera, and ultrasonic sen-
sors, as shown in Fig. 1. Similar to PMORPH2, the mobile 
robot moves on the grating floor and carries the sensor 
unit, whose height is controlled by the winch mechanism. 

The robot stops at multiple measurement points and 
measures the surrounding environment in the retained 
water under the grating floor. The main differences 
between PMORPH2 and our proposed robotic system 
are the following features of our system:

• Utilization of ultrasonic sensors
• Winch mechanism with two degrees of freedom
• Localization of the robot using the visual odometry 

method

The following subsections describe each of these fea-
tures in detail.

Ultrasonic sensors
Ultrasonic sensors can remotely measure the shape of 
objects in both air and water, and can achieve high radia-
tion resistance. In the Three Mile Island nuclear acci-
dent, ultrasonic measurement was practically applied to 
inspect the reactor vessel [8]. In fact, we performed a pre-
liminary experiment by exposing an ultrasonic sensor to 
gamma rays at a rate of 650 Gy/h by 60Co, and confirmed 
that the degradation of the sensor signal was less than 3% 
where the accumulated radiation dose was approximately 
10,000  Gy [9], suggesting that the radiation resistance 
was ten times higher than that of the camera installed on 
PMORPH2.

Further, the ultrasonic sensor can measure the shape of 
objects in turbid water. Moreover, if we apply a phased 
array ultrasonic sensor using the ultrasonic velocity pro-
filer (UVP) method [10], we can acquire two-dimensional 
velocity profiles of the flow of the turbid water, which 
is capable of detecting water leakage. The flow map-
ping of the water can be utilized to stop the water leak-
age, thereby reducing the amount of radioactive water 
and keeping the radioactive objects submerged. Figure 2 
illustrates the measurement of the flow velocity field and 
debris measurement. Because the sensor height in the 
vertical direction is controlled by the winch mechanism, 
the phased array sensor is deployed to measure the hori-
zontal direction and efficiently obtain the three-dimen-
sional flow velocity field.

We arranged the 16-channel arrayed element in both 
the horizontal and vertical directions to measure two pla-
nar velocity fields (Fig. 3). The developed sensor can pass 
through the grating lattice by adjusting its orientation. 
We confirmed that the developed sensor could use the 
UVP method to measure two planar velocity fields where 
water, including tracer particles, flows out of a water tank 
[10].

When using ultrasonic sensors to detect the shape of 
objects, conventionally, a single ultrasonic transducer 
emits ultrasonic pulses and receives the reflected echo 
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from the object’s surface. A common problem of this 
method is that the strength of the reflected echo may 
be quite weak when the direction of the emitted pulse 
forms an angle with the surface of the object that is 
to be inspected. Therefore, even if the transducer per-
forms a surface inspection while moving parallel to the 
object, part of the object still cannot be inspected by 
this method [11]. Evidently, this problem is likely to 
occur when inspecting objects with rugged surfaces, 
such as fuel debris. Our research group applied the 
aperture synthesis method to receive the reflected echo 
with multiple arrayed elements. Thus, even when try-
ing to inspect objects with complex shapes, we could 
reconstruct the rugged surface using the aperture syn-
thesis method [11]. Furthermore, the aperture synthe-
sis method can work together with the UVP method 
by using an arrayed ultrasonic sensor [9]. In the veri-
fication experiment, we used a slug having a rugged 
shape as the presumed fuel debris and confirmed that 
the aperture synthesis method helped reproduce the 

rugged surface shape displayed in a three-dimensional 
point group [12].

Winch mechanism with two degree of freedom
Because of the limited measurement range of the ultra-
sonic sensor, we propose to install a swivel degree of free-
dom (DoF) around the sensor cable axis for the winch 
mechanism. This rotation would also permit the rectan-
gular ultrasonic sensor to pass through the grating lattice 
by adjusting its orientation around the sensor cable.

The sensor height in the vertical direction is adjusted 
by rotating the winch mechanism’s spool. Because the 
spool needs to rotate several turns to reach the bottom of 
the PCV, we installed a slip ring inside the reel, allowing 
infinite rotation of the reel while maintaining the electric 
connection. Figure 4 shows a prototype model of the pro-
posed 2-DoF winch mechanism. This prototype model 
was developed to confirm the basic functions of our pro-
posed system. Hence, we did not consider the size limi-
tation of the access port. We experimentally confirmed 
that insertion of the slip ring between the ultrasonic sen-
sor and the pulse receiver did not affect the quality of the 
measurement.

Localization of the robot using the visual odometry 
method
To obtain the velocity field of the water flow and the dis-
tribution of the fuel debris in the PCV, it is necessary to 
take measurements at multiple measurement points, and 
integrate the partial data with the global data. Therefore, 
the localization of the robot plays an essential role in the 
measurement.

In a previous investigation by PMORPH2, the posi-
tion and orientation of the robot were obtained based 
on the predetermined landmarks, and it was not intui-
tive for the operator(s) to understand the robot’s position 

Fig. 2 Conceptual image of the flow velocity field measurement and 
debris measurement

Fig. 3 Phased array ultrasonic sensor

Fig. 4 Prototype model of the winch mechanism with two DoFs (left: 
3DCAD model, right: hardware model)
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and orientation from the images sent by the frontal two 
cameras.

To solve these problems, we propose to apply a 
visual odometry method that can generate a bird’s-
eye-view global map. We focus on the texture of the 
grating lattices because the size of the lattice is uniform 
(30 mm × 100 mm), and its lattice texture is orthogonal 
and repetitive. Thus, we can regard the grating texture as 
a kind of coordinate system. We can easily localize the 
robot position and orientation based on the grating lat-
tice coordinate system.

Research objectives
To prove the usefulness of the proposed robotic system, 
various aspects must be investigated, such as the meas-
urement accuracy of the ultrasonic sensor, localization 
accuracy of the visual odometry method, hardware feasi-
bility considering the access route, radiation resistance of 
each component, and so on.

In particular, the scope of this article focuses on the 
robot localization problem using a visual odometry 
method. We applied a conventional visual odometry 
method and validated the feasibility of the localization 
on the grating floor. We utilized an open-source com-
puter vision library OpenCV, thus reducing the software 
development time. After applying several modifica-
tions to increase the accuracy of the localization of the 
robot, we quantitatively evaluated the performance of 
the algorithm using a prototype model to determine if 
its accuracy is sufficient for the actual mission. We also 
investigated the relationship between the camera setting 
parameters and localization accuracy. These fundamen-
tal results will facilitate the development of a practical 
robotic system and its localization algorithm for further 
decommissioning tasks in Fukushima Daiichi NPP.

Visual odometry method and bird’s‑eye view
In this section, we will briefly outline the conventional 
visual odometry method. On its basis, we will expand 
the description of the main modifications that need to be 
made to obtain the required bird’s-eye-view effect, and 
the corresponding improvement strategies to enhance its 
performance.

Outline
The general working procedure of conventional visual 
odometry is as follows:

• Apply the initial camera calibration with a check-
erboard to acquire the necessary camera param-
eters. We applied Zhang’s checkerboard calibration 
method [13] to acquire the intrinsic matrix of the 
camera. Then, we placed the checkerboard on the 

ground floor and took pictures to acquire the extrin-
sic matrix of the camera and the homography matrix. 
The homography matrix could reflect the spatial 
transformation relationship between the original 
camera view plane and the perspective bird’s-eye-
view plane.

• Denote two adjacent frames as a single segmenta-
tion. We found the feature points, and matched them 
within the segmentation. Here, we used oriented 
FAST and rotated BRIEF (ORB) features [14] because 
of their good balance of processing speed and accu-
racy.

• Estimate the relative camera motion in the segmenta-
tion based on the positional relationship between the 
matched points.

• Integrate the estimated camera motion to localize the 
camera under the global coordinate system.

• Perform the coordinate transformation between the 
camera pose and the robot pose.

• Generate the map according to the corresponding 
camera positions.

In the specific situation where the robot moves on 
the grating floor, we wanted to utilize the character-
istics of the regular texture formed by the rectangular 
30 mm × 100 mm gratings. To be specific, we intended to 
perform a camera orientation transformation to acquire 
the bird’s-eye view. Such a transformation was accom-
plished with a perspective transformation immediately 
after camera calibration.

Perspective transformation with inclined camera
Figure 5 shows the synchronized camera system for the 
visual odometry method. Marker 1 indicates the wide-
angle fish-eye camera set horizontally, facing the front 
direction that the robot faces, which served as the moni-
toring camera for the front view. We used the marker 2 
camera, a semi-wide-angle RGB camera, to perform the 
visual odometry method. The camera was set facing the 
front grating floor, forming an inclined angle with the 
horizontal plane. The images captured by the two cam-
eras were transferred to the operating computer by USB 
3.0. A synchronizer is applied to output the synchronized 
signal to drive the two cameras, as marker 4 shows.

Because the semi-wide-angle camera was set with 
given heights and inclined angles between the horizon-
tal plane, the captured grating floor would also appear 
inclined, as shown in the left part of Fig. 6. To acquire 
the bird’s-eye view in the vertical direction, we placed a 
checkerboard on the grating floor to specify the grating 
plane. The size of the checkerboard is a known param-
eter. Therefore, we were able to acquire the physical 
coordinates of the salient points on the checkerboard. 
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In addition, we acquired the coordinates of the sali-
ent points on the checkerboard under the checker-
board coordinate system through the feature detection 
method. Thus, we estimated the extrinsic matrix and 
the homography matrix to achieve the view change 
in the vertical direction, as shown in the right part of 
Fig. 6.

Thus, after the perspective transformation, we con-
ducted all the remaining steps under the bird’s-eye 
view. Therefore, map generation was simplified as a 
two-dimensional linear combination of the images.

Improvement strategies
To begin with, we would like to list some problems that 
we encountered in the visual odometry method:

• Through perspective transformation, we could 
acquire a bird’s-eye view from the inclined view; 
however, the available view range decreased, which 
might influence motion estimation, especially when 
the robot is moving at a high speed.

• The motion estimation method relied greatly on the 
extracted feature points; thus, the method would 
not work in an environment where there are no vis-
ual textures. When the number of available feature 
points decreases, the working stability and accuracy 
will be degraded.

• When performing planar motion estimation based 
on the extracted features, the outputted motion 
matrix sometimes included the component in the 
vertical direction due to vibration.

• Because of the integration of the estimated instanta-
neous motion in one frame, the errors in each esti-
mation would accumulate and influence the whole 
localization and map generation.

Considering the specific case of applying visual odom-
etry with a bird’s-eye view and regular features, we pro-
pose the following improvement strategies:

• By utilizing the general smooth camera model pro-
posed by MonoSLAM [15], we replace the mistak-
enly estimated camera motion based on the adjacent 
motion data.

• Remove the component in the z-axis of the estimated 
motion matrix.

• Count the traversed grating lattices to assist planar 
localization.

We proposed a compensation method to assist in cal-
culating the estimated camera motion from a frame 
without abundant feature points. To compensate for 
the problem of misestimation, we attempted to acquire 

Fig. 5 Synchronized camera system

Fig. 6 View change after perspective transformation (left: original image, right: image after transformation)
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a correctly estimated motion matrix to replace the mis-
estimated results. As a theoretical basis, we utilized the 
general smooth camera model of MonoSLAM, which 
assumes that the observed statistical model of the camera 
motion in a time step is what, on average, we expect. In 
the early stage of development, we directly used the esti-
mated motion matrix of the last frame of the same seg-
mentation to replace the misestimated motion matrix. 
Such a simplified method would lead to larger errors 
compared to the Gaussian profile utilized by Mono-
SLAM. To improve the compensation effect, we utilized 
the general smooth camera model to assume that we 
could approximate the camera motion at one time point 
with the averaged motion in a short movement interval 
that included several continuous segmentations.

Thus, to replace the misestimated motion matrix at 
one time point, we needed to divide the whole move-
ment into short intervals. We used the estimated veloc-
ity vector characteristics as the main splitting standard, 
which included the ratio of the velocity component in the 
transverse direction to that in the forward direction, and 
the acceleration in the segmentations. Figure 7 shows the 
concept of motion interval and segmentation with a part 
of one map.

Within one motion interval, we found the segmen-
tation with maximum velocity and smooth accelera-
tion between the neighboring segmentations, and set 
it as the velocity limit of the interval. Thus, by using 

the velocity limit together with the recorded feature 
points, we could detect unreliable estimation segmen-
tation. To replace the misestimated motion matrix as 
a compensation, we utilized continuous segmenta-
tions adjacent to the misestimated matrix to acquire 
the averaged motion matrix. Such methods turned out 
to help smooth the generation of maps and increase 
the correctness of the localization. Figure  8 shows the 
generated maps with and without the compensation 
method. There are obvious areas with low continuity in 
the left part as an uncompensated map, and the right 
part becomes much smoother after compensation.

When estimating the camera motion from the con-
tinuous images, we displayed the results with a motion 
matrix. Equation  1 shows the ideal generated motion 
matrix Cn. We denoted the horizontal forward direc-
tion as the y-direction, and the horizontal transverse 
direction as the x-direction. Thus, we denoted the verti-
cally upward direction as the z-direction. The elements 
θc,n indicate the instant rotation angle of the camera in 
the n-th frame, and xc,n, and yc,n indicate the transla-
tions in the x- and y-directions. It can also be written as 
Eq. 2, in terms of the rotation matrix A and translation 
vector b. Because the robot moved primarily on the 
grating floor, we normalized the matrix to remove the 
misestimated velocity components in the z-direction 
from the generated motion matrix. Thus, misestimation 
due to vibrations and noise can be reduced.

Fig. 7 Concept of segmentation and motion interval used in the compensation method (the green points and lines in the segmentation indicate 
the feature points and matching relationship; the purple lines indicate the instant camera poses, forming a jagged shape when rotating)
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Owing to the accumulation of the estimated camera 
motions, the calculating error in each segmentation 
also accumulates. In the simultaneous localization and 
mapping (SLAM) field, an excellent solution to such 
a problem is the loop-closure detection method. This 
requires the robot to judge the similarity between the 
pictures so that it can adjust the trajectory according to 
the positions that it has reached before [16]. However, 
in our situation, we considered that the highly repeti-
tive lattices of the grating floor might not be suitable 
for loop-closure detection to work as expected. For 
the specific situation of using grating lattices, we con-
sidered that counting the number of traversed lattices 
would help solve this problem. Owing to the bird’s-eye 
view, the grating lattice plane can be displayed verti-
cally with the view direction. Thus, we used the known 
size and unique shape to identify the traversed grat-
ings and count them to estimate the displacement of 
the robot. This method helped reduce possible errors 
when the generated map was sufficiently smooth and 
continuous.
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Prototype model
To evaluate the performance of the modified visual 
odometry method with respect to the localizing accu-
racy, we built a prototype model robot for the prelimi-
nary experiments.

Figure  9 shows an overview of the prototype robot, 
RhinoUS. Its structure can be generalized as a modular 
robot with four configurable wheels and a chassis. Vari-
ous functional components are installed on the chassis, 
which includes a winch mechanism on a rotation unit at 
the center of the robot, a synchronized camera system in 
the front of the robot, and the ultrasonic sensor hanging 
by the winch below the chassis. The basic parameters of 
RhinoUS are listed in Table 1.

Fig. 8 Generated maps before (left) and after compensation (right)

Fig. 9 Overview of the prototype model robot for experiments
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RhinoUS is integrated with four independently driven 
wheels for locomotion. These wheels are designed to be 
waterproof and dustproof by incorporating a rubber seal, 
allowing the robot to move on the grating base smoothly. 
Four motors are utilized to independently control the 
velocity of the wheels.

For the control scheme, we used a joystick to remotely 
operate the wheel movement. According to the pressed 
position of the joystick, velocity commands were sent 
to the specific motors. Although we were using visual 
SLAM technology in the localization process, which 
makes it possible to achieve autonomous navigation, we 
designed the remotely operated control scheme because 
the investigating environment might be too dangerous 
or complex to perform automatic movements. Because 
bringing an energy source into the PCV might cause 
unknown risks, we decided to use an external power sup-
ply instead of installing batteries on the robot.

Because the prototype robot was not designed for the 
final on-site investigations, we will not discuss the size 
limitations or radiation resistance in this section. How-
ever, we will evaluate the possible influences of camera 
pose on the localizing accuracy in “Experiment” section, 
as a preliminary study on the feasibility of adapting to 
other robot platforms for on-site investigations.

Experiment
To quantitatively investigate the working performance 
of the visual odometry method, we conducted compari-
son experiments on the evaluated robot displacement 
and orientation with those measured with an external 3D 
laser scanner, the FARO Focus 3D × 130. The 3D scan-
ner can perform high-accuracy 3D reconstruction with 
a high dynamic range camera, achieving a reconstruc-
tion accuracy within 2  mm with the correct calibration 
method [17]. We considered that this 3D scanner could 
provide reliable and accurate measurements of the cur-
rent robot pose and serve as the reference object in the 
comparison. In particular, in the specific motion, we used 
the modified visual odometry method to perform locali-
zation, and recorded the evaluated robot displacement 
and orientation. We installed four custom-made spheres 
on each corner of the robot for ease of recognition in 

the reconstructed results. Thus, we used the position of 
the spheres to calculate the position and orientation of 
the robot, and compared the results with the evaluated 
results from visual odometry.

As for the evaluation criterion, we utilized the local-
izing error rate applied by PMORPH2 in previous 
investigations: error within 100 mm with 1500 mm dis-
placement [3]. Because 100 mm is the width of a single 
grating lattice, 1500 mm is the regular distance between 
multiple investigating points.

Basic experiments in simplified environments
In the beginning phase, we used a simplified environ-
ment by splicing several grating blocks to form the grat-
ing floor. We allowed the robot to perform various types 
of motion, including translation, rotation, and a com-
bination of them. Figure 10 shows one of the generated 
maps with the camera trajectory represented by purple 
lines. Table 2 shows the comparison between the evalu-
ated displacement and the measured displacement.

The comparison results showed that the y-direction 
error rate was 9.7  mm/1500  mm, and the x-direction 
error rate was 20 mm/1500 mm. We considered that the 
accuracy met the requirement in such a simplified condi-
tion. In addition, the grating lattices in the reconstructed 

Table 1 Specification of RhinoUS

Parameters Value

Size (height, width, length) (mm) 300 × 500 × 700

Diameter of wheels (mm) 300

Weight (kg) 19

Degree of freedom (DoF) 4

Output (W) 400

Fig. 10 One of the maps generated by the visual odometry method 
(the purple lines indicate the instant camera poses, forming a jagged 
shape when rotating; the vectors form the overall camera trajectory)

Table 2 Comparing results of  visual odometry and  3D 
scanner under a simplified short‑range route

Result type x-direction 
displacement 
(mm)

y-direction 
displacement 
(mm)

Orientation 
(degree)

Visual odometry 738.0 1247.9 95.5

3D scanner measur-
ing

728.3 1256.0 97.7
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map appear quite regular, which made it possible to count 
the number of lattices to estimate the robot position.

Simulations experiments at Japan Atomic Energy Agency 
(JAEA) Naraha Center for Remote Control Technology 
Development
To further investigate the performance of the visual 
odometry method, we utilized the experimental instru-
ment water tank at Naraha Center for Remote Control 
Technology Development, provided by JAEA. Figure  11 
shows the structure of the three-floored water tank. At 
its center, a water tank with a 4690  mm diameter was 
utilized as the simulated basement body. The top floor 
served as a supporting platform for the investigating 
robot. Across the water tank, we prepared a wooden 
bridge with a small grating part, the size of whose lattice 
was the same as that of the No.1 reactor.

To be specific, we would like to simulate the inves-
tigating route as the red line in the right part of Fig. 11. 
Because there is only a small grating part on the wooden 
bridge, to simulate the grating floor, we took images of 
the grating lattices and printed them to cover the floor. 
Therefore, compared with the previous experiment, the 
textures involved in the predetermined route increased 
to four types, including the printed grating papers, the 
ordinary floor with anti-skid texture, the real grating, and 
a wooden bridge.

Thus, we repeated the simulated routes three times and 
the comparing results are shown in Table  3. Figure  12 
shows one of the generated maps by visual odometry 
method.

We calculated the error rate from these datasets: the 
average error rate was 35 mm/1500 mm, and the maxi-
mum error rate was 54  mm/1500  mm, which satisfied 
the required error rate. In addition, we compared the 
reconstructed objects such as the cross-shaped metal 

Fig. 11 Experimental site for simulated experiments

Table 3 Comparison results of  visual odometry and  3D 
scanner under simulated routes

Result type x-direction 
displacement 
(mm)

y-direction 
displacement 
(mm)

Orientation 
(degree)

Visual odometry-1 3043 3022 − 117.2

3D scanner measur-
ing-1

3025 3180 − 126.9

Visual odometry-2 3134 3122 − 127.2

3D scanner measur-
ing-2

3146 3226 − 129.1

Visual odometry-3 3249 3130 − 133.9

3D scanner measur-
ing-3

3192 3041 − 134.2

Fig. 12 One of the maps generated by the visual odometry method 
under the simulated route
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supporters under the small grating part on the wooden 
bridge with the realistic ones, and confirmed the correct-
ness of the reconstruction.

Camera parameters ranges according to required accuracy
Through the experiments in the simulations, we con-
firmed that under specific experimental conditions, the 
visual odometry method was successful in providing 
the required localizing accuracy. However, in on-site 
investigations, more restrictions could apply depending 
on the environmental conditions. Like the size limita-
tions to pass through access penetration, and the cam-
era performance limitations in extreme situations. To 
provide useful information for the further development 
of the practical model, in the following sections, we 
focus on the parameters of the camera pose and pro-
gram setting and use an experimental method to inves-
tigate the available ranges to keep the error rate within 
100  mm/1500  mm. Table  4 shows the relevant factors, 
their default values in the previous experiments, and the 
adjusting ranges. Because we mounted the camera sys-
tem on a metal frame, the adjustable ranges of the cam-
era pose might be limited.

Thus, we would like to investigate the changing ten-
dency of the localization accuracy corresponding to each 
parameter individually within this adjustable range, by 
keeping the other parameters constant. We utilized the 
3D scanner as the reference device and focused on two 
types of simplified motion modes: translation and rota-
tion. We controlled the robot to perform repetitive 
motions under different parameter settings and recorded 
the estimated displacement or orientation by visual 
odometry.

Thus, to quantize the localizing performance, we 
denoted the desired displacement as (xd, yd, θd), which 
were adjusted according to the predetermined motion 
modes including translation and rotation. Correspond-
ingly, we denoted the estimated displacement as (xet, 
yet, θet) for the translation motion and as (xer, yer, θer) for 
the rotation motion. In the predetermined translation 
mode, the robot moved along the forwarding direction 
for 1000 mm on the grating floor. Thus, we denoted the 
error rate as ERt, which is the proportion of the difference 

between the main displacement index and the estimated 
one. In the translation mode, the main displacement 
index should be the y-direction displacement. SEt repre-
sents the shift error that occurs in the displacement esti-
mating process of translation, defined by the x-direction 
displacement as the transverse shift error. Equations (3) 
and (4) how the concrete definitions of these indexes. In 
the predetermined translation motion, (xd, yd, θd) should 
be set as (0, 1000, 0).

For the predetermined rotation mode, the robot 
rotated around the center for 45° in a clockwise manner. 
Thus, we defined the error rate ERr as the proportion of 
the orientation difference over the desired orientation. 
We defined the robot center displacement as the shift 
error, SEr. Equations (5) and (6) show the relationships. 
In the predetermined rotation motion, (xd, yd, θd) should 
be set as (0,0,45).

Thus, we would use the error rate within 
100 mm/1500 mm in a translation motion, and the same 
proportion of 3°/45° in a rotation motion as the require-
ment. By maintaining the error rate within the range, we 
adjusted the parameter to acquire adjustable ranges. The 
resulting changing tendencies of both the error rates and 
the shift errors with the changing parameters are pre-
sented in Figs. 13 and 14. The vertical axis indicates the 
error rates with the line chart, and the horizontal axis 
shows the changed parameter. We also included the shift 
error value in the figure with the bottom bar chart as an 
alternative index of the accuracy.

As the left part of Fig.  13 shows, under changing 
camera heights, both error rates and shift errors in the 
translation motion were at approximately the same 
level. We concluded that the influence of the chang-
ing camera heights on the localizing performance 
was relatively small in translation motion. We attrib-
uted this tendency to the transformation of the origi-
nally inclined camera view to the bird’s-eye view; the 
homography matrix was not sensitive to the height 
itself when there were no rotating components in the 
instant motion matrix. However, when the robot per-
forms primarily rotating motion, both the error rates 
and the shift error appear quite significant when the 

(3)ERt =
|yet−yd|

yd

(4)SEt = |xet − xd |

(5)ERr =
|θer−θd |

θd

(6)SEt =

√

(xer − xd)
2 + (yer − yd)

2

Table 4 Default values of the concerned parameters

Parameters Default values Adjusting ranges

Camera height (mm) 400 250–600

Camera inclined angle (degree) 50 30–70

Frame per second (frames/s) 30 12–60

Minimum number of feature 
points

250 50–350
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camera heights are less than 300  mm. We supposed 
that when the camera height was relatively low, the 
available view range of the grating would correspond-
ingly reduce. Furthermore, the perspective transform-
ing process acquired the bird’s-eye view at the expense 
of a reduced view range. However, the available view 
range was closely related to the available number of fea-
ture points. When trying to track features of relatively 
large objects, a sufficient view range would become rel-
evant. Thus, to ensure a sufficient view range after the 
perspective transformation, the camera height should 
be set to more than 300 mm.

Under changing camera angles, the variation in the 
translation motion was similar to that of changing the 
camera height in the rotation motion. Error rates and 
shift errors appeared significant when the camera angle 
was less than 40°, while the rotation results limited the 
camera angles from 40° to 60°. In the perspective trans-
formation, the homography matrix contained mappings 
in both the vertical and horizontal directions. The map-
ping component in the horizontal direction was similar 
to the radius around the original focus in the original 
view in the rotating motion, which would influence the 
localization accuracy significantly. Thus, we considered 

Fig. 13 Error rate and shift error with changing camera height and angle. a, c Translation motion; b, d rotation motion. a and b show the effect of 
the camera height, while c and d show the effect of the camera angle

Fig. 14 Error rate and shift error with changing frame rate and feature point number. a, c Translation motion, b, d rotation motion. a and b show 
the effect of the frame rate, while c and d show the effect of the number of feature points
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that a suitable range of camera angles should be set to 
limit the mapping component in the horizontal direc-
tion. Because we aimed to transform the original 
view to the bird’s-eye view, the homography matrix 
may not be robust or accurate when the original view 
approaches the horizontal plane, for example, when 
the angle is set to over 70°. However, the results also 
showed that the horizontal camera configuration of 
PMORPH may not be directly applied in the visual 
odometry method.

As Fig.  14 shows, the tendency appeared similar to 
the error rates, and shift errors remained at a relatively 
low level with the changed parameter over a specific 
value. We considered the parameters of the program-
ming setting to be similar because the frame rate 
directly influenced the available frames when passing 
the objects, and the number of feature points was rel-
evant to the reliability of instantaneous motion estima-
tion. Thus, in the case of only the grating texture, we 
set the available range of the frame rate to over 24 fps 
and the minimum number of feature points to over 
150. However, in an environment where there are more 
types of textures, the requirements on the frame rate 
and number of feature points may also increase. This is 
because at the boundaries of different textures, the fea-
ture points from different textures might be difficult to 
match in time without sufficient frames in the feature 
tracking process. However, although setting the frame 
rate and feature point number might also increase 
the computational burden of the program, we did not 
observe any influence on the current experimental 
settings.

Reflecting on the overall tendency of both the error 
rates and the shift errors, we concluded that the shift 
error would also decrease when the error rate was low. 
The ranges of the parameters are listed in Table 5.

Therefore, we preliminarily evaluated the available 
parameter ranges including camera height, camera 
angle, frame rate and number of feature points with 
simplified motion modes of translation and rotation by 
using error rate of 100 mm/1500 mm as criteria.

Conclusion
In this article, we proposed a new robotic system 
that uses ultrasonic sensors to detect fuel debris and 
water leakage. In addition, we focused on the feasibil-
ity and localizing accuracy of a modified visual odom-
etry method for the autonomous localization of a robot 
moving on the grating floor, for deployment in future 
investigations.

We performed the localizing accuracy evaluation 
experiments with a prototype mobile robot in a simu-
lated environment, and measured the average localizing 
error rate as 35 mm/1500 mm, the maximum error rate 
being 54 mm/1500 mm. These results satisfied the accu-
mulated error rate requirement of 100  mm/1500  mm 
from PMORPH2. We will also evaluate our visual odom-
etry technique by conducting an interview with engi-
neers who are working on the decommissioning task in 
Fukushima Daiichi NPP.

In comparison with the localizing method of PMORPH, 
the visual odometry method could generate more intui-
tive bird’s-eye-view maps by using a perspective transfor-
mation. The correctness of the reconstructed maps could 
be confirmed by comparing the reconstructed features 
with the actual environment. We also studied the avail-
able range of vital parameters that met the required error 
rate.

To prove the usefulness of the robotic system, various 
aspects must be investigated, such as ultrasonic sen-
sor performance, localizing accuracy, hardware feasibil-
ity, and so on. Some of these tasks have been performed, 
such as ultrasonic sensor accuracy evaluation, and in 
the scope of this article, we focused on the performance 
evaluation of the visual odometry method in the case of 
planar movement on the grating floor. However, various 
problems remain to be solved:

• The possible coupling relationships between these 
parameters have not yet been investigated.

• The experimental conditions were relatively ideal 
because the motion modes were relatively simple, 
and the gratings were quite simple and flat. The illu-
mination conditions used in the experiments were 
ideal, but in a realistic environment, they could be 
unsatisfactory.

• The size limitations of the mechanisms were not 
investigated.

Hence, we considered the directions for future work 
based on these problems. We would like to study the 
coupling relationship between the parameters from both 
the theoretical modeling and experimental standpoints, 
following the current experimental methods. As for the 
grating floor, we considered that there could be more 

Table 5 Range of  parameters meeting the  error rate 
requirement

Parameters Available ranges

Camera height (mm)  > 300 mm

Camera inclined angle (degree) 40°–60°

Frame per second (frames/s)  > 24 fps

Minimum number of feature points  > 150
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obstacles in the heavily damaged environment with a 
cluttered structure. Such conditions might influence the 
localizing performance on account of visual obstruction 
and bumpy motion. For the visual obstruction problem 
that could arise, we proposed the idea of compensation 
for the error due to feature track loss in “Improvement 
strategies” section, which might help correct the motion 
estimation. Therefore, evaluating the compensation per-
formance under a cluttered environment would be help-
ful. For the bumpy motion, we are of the opinion that the 
visual odometry method can be applied to three-dimen-
sional movement, because the motion estimation process 
is concerned with the vertical component. Therefore, in 
“Improvement strategies” section, one of the improve-
ment strategies which assumed ideally planar movement 
should be modified correspondingly. Furthermore, the 
generation of maps should also change to types fitting 
three-dimensional movement, such as point clouds with 
textures. We have identified the evaluation experiments 
of the improved algorithm in a cluttered environment 
with more complex motion modes as the future research 
focus. In addition, another future work is to study the 
possible influence of inadequate illumination and mod-
ify the algorithms accordingly, for which we would like 
to make use of the video datasets of the mockup grat-
ing captured in inadequate illumination conditions, 
which are provided by JAEA [18]. This would enable us 
to observe the influence of dark illumination conditions 
on the performance of the current visual odometry algo-
rithm, and consider appropriate solutions to improve 
the adaptability to such conditions. Another future work 
is supplementary research on how to shrink the mecha-
nisms to maintain the core functions, apart from the cur-
rent wheeled robots.
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