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Abstract 

Recently, wearable extra robotic limbs that aim to enhance the functionality and capability of human operators as 
extra arms or fingers have become an active research subject among robotics researchers. Improving the operability 
of the extra robotic limbs is required for the human operators, an approach for which is to induce robotic embodi-
ment. In this paper, we focus on the update of sense of self-location which is the key aspect of embodiment and 
contributes to the body representation update, and we elucidate dominant factors which induce the embodiment 
of an extra robotic thumb (ERT). The experiments are conducted to compare the performance of the reaching task of 
the ERT under three separately given conditions, of which two are somatosensory feedbacks: (1) tactile and position 
feedback from the fingertips and (2) tactile and position feedback from the human face, and one is a non-somatosen-
sory feedback: (3) auditory feedback. As a result, we confirmed that the somatosensory feedback from finger tips has a 
large contribution for the update of sense of self-location.
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Introduction
In recent years, wearable extra robotic limbs that aim to 
enhance the functionality and capability of human opera-
tors as extra arms or fingers have became increasingly 
important research subjects among robotics research-
ers [1–4]. Extra thumbs are mounted on the left hand 
of a user and assist the user in holding or manipulat-
ing objects [5]. Moreover, supernumerary robotic limbs 
(SRL) are attached to the shoulder of an operator for 
assisting the execution of tasks performed overhead 
[6]. In addition, Abdi et  al. [7] tried using supernumer-
ary arms for surgical operation in the virtual reality 
environment.

The operability is one of the factors which determines 
the values of those extra robotic limbs, since it is hard to 
precisely perceive the location of the extra limbs with-
out visual feedback that it makes the manipulation of 
the artefact a challenging task for the operators. Many 

efforts have been made to improve the operability of 
extra robotic limbs. Data-driven latent space impedance 
control and Bio-Artificial Synergies algorithms are devel-
oped for Supernumerary Robotic Fingers [8, 9]. In Wu 
et al. [8], the control method is able to reject the human 
induced disturbances by controlling the impedance of 
the extra fingers’ joints in the latent space, and this ena-
bled single-handed object manipulation such as opening 
the cap of a bottle. On the other hand, in Bio-Artificial 
Synergies, the control law was extracted from the grasp-
ing experiment data by applying Partial Least Squares 
regression, and it enabled the robotic fingers to share 
the task load together with human fingers [9]. In addi-
tion, the algorithm of object-based mapping is proposed 
to control the extra robotic finger by interpreting the 
entire hand motion of grasping [2]. The control interface 
for extra robotic fingers using EMG signals was also pro-
posed by Leigh et al. [10]. In the case of supernumerary 
robotic limbs which supports the user as extra arms, the 
control method using torso generated muscle activation 
signals was proposed in Parietti et  al. [11]. Sasaki et  al. 
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[12] also proposed the MetaLimbs system manipulated 
by using two legs.

An approach for improving the operability of extra 
robotic limbs is to induce the robotic embodiment [4, 5]. 
In general, embodiment is the sense that emerges when 
artefact’s properties are processed as if they were the 
properties of one’s own biological body, and it is com-
posed of three main aspects [13]. Those aspects are sense 
of self-location, sense of ownership and sense of agency.

Sense of self-location is the ability to perceive the loca-
tion of one’s body parts [14], sense of ownership refers 
to one’s self-attribution of the body [15], and sense of 
agency is the sense of having control of motion [16]. In 
our research the embodiment is defined as:

The proper update of the body representation 
according to the current situation.

Since it is reported that the feed forward control is used 
in human motion planning as described in Fig. 1 [17–20], 
the update of body representation refers to the update 
of controllers and predictors in Fig. 1, by comparing and 
adjusting the predicted state and estimated actual state. 
Thus, once the embodiment of an extra robotic limb 
is induced and the body representation is updated, the 
kinematics and the dynamics of an artificial extra limb 
will be included in the feed forward control mechanism 
used by our brain and become available to the operator’s 
motion planning. Hence, the user will be able to operate 
the extra limbs as part of their own body.

The methods to induce the embodiment of the extra 
robotic limbs have been studied in various ways. In the 
work [21], an experiment similar to rubber hand illu-
sion is carried out by using virtual hands inside a virtual 
reality environment. In the experiment, tactile stimula-
tion is applied to participant’s real hand with synchro-
nously applying visual stimulation to the virtual hand. 

This resulted in a drift of ownership towards the virtual 
hand. Abdi et  al. [7] proposed a foot controlled virtual 
hand with visual and force feedback. The research tried 
to improve the embodiment of the endoscope by prepar-
ing a set of trainings starting from a simple practice and 
became more complicated in the successive stages.

Our previous research challenged to embody the extra 
robotic thumb (ERT) by using electrical stimulation and 
by facilitating body representation shift. Firstly, by using 
electrical stimulation as tactile feedback, the better per-
formance of bolt picking task is reported [4]. This tactile 
feedback contributed to the acquisition of sense of self-
location, sense of agency and sense of ownership which 
are the three main aspects of embodiment. Then, the 
research focused on evaluating the level of embodiment 
and elucidating the process of embodiment is carried out. 
The study confirmed that the updated body representa-
tion affects the motion planning of the subjects [5, 22].

However, the previous studies did not clarify which 
kind of feedback information is the dominant factor for 
those sensation update that contributes to the robotic 
embodiment. Therefore, the purpose of this study is to 
elucidate the efficient feedback information which facil-
itates the update of sense of self-location. In this paper, 
in order to investigate the dominant feedback informa-
tion of robotic embodiment, the extra robotic thumb 
(ERT) which was developed in our previous study [23] 
is chosen as the embodiment target. Before carrying 
out the experiment, a hypothesis is made according to 
[24]. This hypothesis is that the somatosensory feed-
back from fingers facilitates the sense of self-location 
update in the most efficient way and is a dominant fac-
tor which enforces embodiment of the ERT. The method 
for verifying this hypothesis is by carrying out the reach-
ing task experiment and compare the task performance 
under different kinds of separately given somatosensory 
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feedbacks. Those feedbacks are, (1) tactile and position 
feedback from a finger tip, (2) tactile and position feed-
back from face, and (3) auditory feedback. By analysing 
the experimental results, the highest task performance is 
observed when using somatosensory feedbacks from fin-
ger tips; and then, the hypothesis is verified.

This paper is organized as follows. “Extra robotic 
thumb” section introduces the design and mechanism 
of extra robotic thumb (ERT). “Sense of self-location 
update” section gives the meanings of sense of self-loca-
tion update as well as providing evidences for its plas-
ticity. “Experiments” section presents the method and 
experiments to investigate the dominant factor which 
contributes to the update of sense of self-location in 
detail, as well as showing analysis and discussions of the 
experimental results. In “Conclusion and future work” 
section, the summary and future vision is presented.

Extra robotic thumb
The extra robotic limb used in this paper is called extra 
robotic thumb (ERT). This ERT is composed of three 
main components which are a robotic finger, a con-
trol interface, and an electrical stimulation device. The 
robotic finger is mounted on operator’s left palm and per-
forming various tasks. The control interface is mounted 
on the right thumb to measure its position and sending 
the position information to the robotic finger. This pro-
cess enables synchronized motion between operator’s 
right thumb and the robotic thumb. The overall image of 
this ERT system is shown in Fig. 2. 

The robotic thumb has three joints and its size is the 
same with human finger. This robotic finger is produced 
by 3D printing using white ABS material. The joints are 
made with three servo motors (DS318), each joint has the 
range of motion from 0° to 110° which enables the mov-
able range be enough for touching five fingers. The tip 
of robotic finger is mounted with a 3-axis force sensor 

(Optoforce, OMD-20-SE-40N) to measure contact force. 
Measured contact force is sent to electrical stimulation 
device in order to present tactile feedback for operator.

The control interface is mounted on the posterior 
side of the right hand and the right wrist. This inter-
face captures the thumb motion by forward kinematics 
using angle information measured from rotary encoders 
installed within each joint. Totally, four rotary encod-
ers (Murata, SV03) are installed which forms a four-link 
mechanism to follow the thumb motion without interfer-
ence. Surface electrical stimulation has reported to be a 
reliable way for feeding back tactile information [25]. The 
electrodes are attached to the tip of the right thumb. The 
frequency of stimulation is 50 Hz to effectively stimulate 
the tactile receptor under skin [26] with maximum cur-
rent of 10 mA is applied.

Sense of self‑location update
This paper focuses on the dominant factors which con-
tribute to the update of sense of self-location. The sense 
of self-location is one of the key embodiment aspects as 
described in the introduction. The sense of self location 
is the sense of coordinate system through which one will 
perceive the location of one’s own body parts and make 
motion control. The update of sense of self-location 
leads to the update of body representation. Human have 
various coordinate systems such as retinal coordinate, 
head-centered coordinate, body-centered coordinate, 
arm-centered coordinate and world-centered coordinate, 
for motion planning and trajectory planning. Those coor-
dinate systems are switched unintentionally when human 
performs various tasks [27]. For example, one can reach 
a cup without seeing the hand. Therefore, from the per-
spective of robotic operation, if the operator is able to 
recognize the coordinate of robotic hand then the oper-
ability will be improved.

Studies on the update of sense of self-location are 
widely carried out in the area of neuroscience [28, 29]. 
Those studies are based on the modified effect of rub-
ber hand illusion which is a famous experiment about 
embodiment [30, 31]. In the experiment of rubber hand 
illusion, the subjects were positioned with their left hand 
hidden and a lifelike rubber left hand was placed in front 
of them. The experimenters stroked both the hidden left 
hand and the visible rubber hand with a paintbrush. The 
experiment showed that if experimenters stroked the 
two hands synchronously and in the same direction, the 
subjects began to recognise the rubber hand as their own 
hand. This illusion is the result of sensory fusion of visual 
input (rubber hand) and simultaneous tactile input from 
the real hand. Based on this illusion, Lenggenhager et al. 
[28] carried an experiment to make the participants mis-
localize themselves in the virtual reality environment. 

Fig. 2 The overall image of the extra robotic thumb. The robotic 
thumb is mounted on the left palm and the control interface is 
mounted on the right thumb
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Another experiment is about making the participants feel 
that they have a larger belly size. This is achieved by let-
ting the participants prodding their real belly with a rod 
that had a virtual counterpart that they saw in the VR 
[29]. Those researches are strong evidences that sense of 
self-location can be updated and modified.

Experiments
Method to investigate the dominant factors
In this paper, to investigate the dominant factors which 
contribute to the update of sense of self-location, three 
kinds of sensory feedback are prepared as follows:

1. Tactile and position feedback from fingers.
2. Tactile and position feedback from the face.
3. Auditory feedback.

The first one is the most common feedback information 
for perceiving the position of a body part. Moreover, a 
study reported that as growing up from infancy, human 
use sensory feedback from fingers to learn the location 
of their body parts and update the sense of self-location 
[24]. Supported by this theory, a hypothesis is made as 
follows:

The somatosensory feedback from fingers facilitates 
the sense of self-location update in the most efficient 
way and is a dominant factor which enforces embod-
iment of the ERT.

Another tactile and position feedback is from operator’s 
face. This is a representative case of using feedback infor-
mation from a body part with relatively high resolution 
of two-point discrimination which is the tactile sensation 
to discern that two nearby objects touching the skin are 
truly two distinct points [32]. The last feedback informa-
tion is given by auditory feedback. In this case, no body 
parts are touched to generate tactile sensing. In order to 
know how tactile feedback performs compared with non-
tactile feedback, choosing auditory feedback which does 
not any tactile information is important. In this research, 
the experimental result under auditory feedback is con-
sidered to be a base line for experimental results under 
other 2 tactile feedbacks. This paper compares the per-
formance of ERT on a reaching task when different kinds 
of sensory feedback listed above which are separately 
given.

Experimental settings
In order to show that the somatosensory feedback from 
fingers accelerates body representation update, experi-
ments of a reaching task with three kinds of position 
feedback are conducted. The tasks with three conditions 
are performed by controlling ERT (1) to touch three 

fingertips, (2) to touch three positions on face, and (3) to 
push three buttons on a auditory feedback device (Fig. 3) 
positioned near the face of a subject. 

The position of the ERT can be perceived through tac-
tile sensing from fingertips and face when touched by 
the ERT. Although, the auditory feedback device did not 
provide tactile feedback, the auditory feedback is given 
by pressing the buttons. Three buttons are installed on 
the plate of auditory feedback device, each button gives 
different pitch of sound to inform the subjects about the 
locations where their finger is touching. In this experi-
ment, the subjects are not allowed to use their vision to 
acknowledge the location of the touching finger, and the 
eyes of the subjects are covered by eye mask. This setting 
is for eliminating other sensory feedback inputs other 
than somatosensory feedback.

The reaching task performance of each experimen-
tal set is evaluated. The performance in this experiment 
is defined as the number of successful reaching counts. 
Since each experimental set consists of 10 trials. Suc-
cessful reaching times within one trial is counted and 
summed up for 10 trials as the total performance of one 
experimental set. A successful reaching is defined as that 
a subject touches the exact target, and it is not counted if 
a subject touches a wrong target or did not touch any tar-
get. In order to be succeed in correct reaching, the sub-
jects have to perceive the position of the ERT swiftly and 
precisely. The purpose of this experiment is to compare 

Fig. 3 Auditory feedback device (AFD). Each button gives different 
pitch of sound to inform the subjects about the locations where their 
finger is touching
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which kind of somatosensory feedback is effective for 
sense of self-location update, thus the feedback informa-
tion other than somatosensory feedback are eliminated 
especially the visual feedback. The subjects are blind 
folded to prevent acknowledging the ERT position by 
vision. The partitions are also put to prevent the subject 
from seeing the right thumb which is used to control the 
ERT. Positioning of each experimental device and experi-
mental environment are shown in Fig. 4. 

Experimental conditions
The subjects of these experiments are six healthy men. 
One set of the experiment is composed of ten trials with 
each trial last for 30  s. Intervals from 3  h to 2  days are 
inserted between two experimental sets. The whole 
experimental procedure is shown in Fig. 5. In addition, to 
compare the task performance with and without mount-
ing the ERT, the reaching experiment using the subjects’ 
own left thumb is performed in advance (Fig. 6). 

The procedure of one trial is described as follows:

1. The monitor presents the reaching target (A, B, or 
C).

2. The subject controls the ERT to touch the target dis-
played.

3. Repeat the step 1 and 2 for 30 s.

One set of the experiments is performed for one condi-
tion. The experiments under three conditions are shown 
in Fig.  7. During the experiments the subjects are blind 
folded and the right thumb is hidden by a partition. 

In the case of performing reaching task experiment 
using subjects’ own fingers, which is performed before 
doing the reaching task experiment using ERT, the pro-
cedure for this reaching task experiment using a subject’s 
own finger is described as follows:

1. The monitor presents the reaching target.
2. The subject use left thumb to touch the presented 

target.
3. Repeat step 1 and 2 for 30 s.

This experiment is also performed under three experi-
mental conditions, in which each set considering only 
one condition. The reaching task described here is for 
acquiring the experimental result performed without 
mounting the ERT. This result is compared with the 
results which the subjects mounted the ERT.

Results and discussion
Experimental results and their analysis are described in 
this subsection. Learning curves of reaching counts in 
three different conditions are shown in Fig.  8 for each 

Fig. 4 Experimental environment. Eye bandage and partitions are 
put to disable visual feedback

Fig. 5 Procedure of the experiment. One set of the experiment is composed of ten trials with each trial last for 30 s. Intervals from 3 h to 2 days are 
inserted between two experimental sets. Each experiment set is done under only one condition, and conditions are switched repeatedly in order

Fig. 6 Reaching task by own finger. The subject uses his own left 
thumb to touch the targeted fingers
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subject. The green, red and blue lines represent the aver-
age successful reaching counts of ten trials in each exper-
imental set when reaching targets are (1) fingertips, (2) 
three positions on face, and (3) auditory feedback device, 
respectively. The learning curves show the learning pro-
cess of the ERT control for all six subjects under three 
distinct conditions. Since the ERT control is learned 
as the experiments progress, the average of successful 
reaching counts in one experimental set increased gradu-
ally during the experiment. The experiment was contin-
ued until there was no more significant increases in the 
number of successful reaching counts. As the learning 
curves of the last three experimental sets suggest, all 
the subjects have been saturated with the learning of the 
ERT control at the end of the experiments. At the end of 
the experiments, all the subjects have the highest reach-
ing counts for condition 1, the second highest reaching 
counts for condition 2, and the third highest reaching 
counts for condition 3. 

After the saturation of the control learning is con-
firmed, the saturated results are compared with the satu-
rated results of the subjects’ own left thumbs. Here, the 

saturated result of each subject is defined as the mean 
value of reaching counts in the last three sets by that sub-
ject. Since the control of their left thumbs has already 
been learned by them in their lifetimes, we consider the 
reaching counts of the subjects’ own left thumbs to be 
the best performance by each subject. Thus, by compar-
ing these results we can show how close the learned con-
trol of the ERT has become to the control of the subjects’ 
own left thumbs.

The comparison result between the successful reaching 
counts by the ERT (mean value of last three sets) and by 
the left thumb (mean value of last three sets) for all six 
subjects under the three distinct conditions are shown in 
Fig.  9. The blue bars are the average of reaching counts 
in the last three sets by the ERT, and the red bars are the 
average of reaching counts by subjects’ own left thumbs. 
The significant difference (p < 0.05) between the results 
of the ERT and the results of the left thumb when using 
auditory feedback is observed in all six subjects, while 
five subjects (Fig.  9a–d, f ) show significant difference 
when using face parts as tactile feedback input and only 
two subjects (Fig. 9b, f ) show significant difference when 
using fingertips as tactile feedback input. 

Figure 10 shows the mean values of the reaching counts 
in the last three experimental sets of all the subjects. Fig-
ure 10 shows that in condition 1, the mean value of the 
reaching counts by the ERT is 37.13, the mean value of 
the reaching counts by the left thumbs is 40.21, and the 
p value is 0.228. In condition 2, the mean value of the 
reaching counts by the ERT is 30.35, the mean value of 
the reaching counts by the left thumbs is 38.35, and the 
p value is 0.00280. In condition 3, the mean value of the 
reaching counts by the ERT is 23.06, the mean value of 
the reaching counts by the left thumbs is 38.90, and the 
p value is 0.000038. The p value of condition 1 shows that 
there is no significant difference (p = 0.228) between the 
mean value of the reaching counts by the ERT and the 
left thumb. This indicates that the ERT control learned by 
tactile (somatosensory) feedback from fingertips is com-
ing closer to that of the subjects’ own left thumbs. The p 
value of condition 2 shows significant difference between 
the mean value of the reaching counts by the ERT and 
the left thumb. However, in condition 2, the mean value 
of the reaching counts by the ERT is the second highest 
among other two conditions. This suggests, the soma-
tosensory feedback from face parts also makes some con-
tribution to the learning of the ERT control. The p value 
of condition 3 shows much more significant difference 
between the mean value of the reaching counts by the 
ERT and the left thumb than condition 2, and the mean 
value of the reaching counts by the ERT is the lowest. 
Condition 3 seems to have the least influence in the con-
trol learning compared with other feedback conditions. 

a Touch three fingertips b Touch three positions on face

c Push three buttons

Fig. 7 Experiments under three conditions. Three conditions are 
performed by controlling ERT a to touch three fingertips, b to touch 
three positions on face, and c to push three buttons on a auditory 
feedback device. The locations of A, B, and C for condition 1 are: A for 
ring finger, B for middle finger, and C for index finger. The locations 
of A, B, and C for condition 2 and condition 3 are marked inside the 
figures
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Fig. 8 Learning curves of successful reaching counts for the six subjects a, b, c, d, e and f respectively. For all the given curves, the green line shows 
reaching counts when reaching targets are fingertips, the red line shows reaching counts when reaching targets are positions on the subjects’ faces, 
and the blue line shows reaching counts when reaching targets are buttons on the AFD
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Fig. 9 Comparison between the successful reaching counts by the ERT (mean value of last three sets) and the reaching counts by the left 
thumb (mean value of last three sets) for the six subjects a, b, c, d, e and f, under three distinct conditions. The blue bar is the average number of 
successful reaching counts in last three sets by the ERT. The red bar is the average number of reaching counts in last three sets by the left thumb
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However, since the auditory feedback is not considered 
as somatosensory feedback, the result provides the base-
line for control learning by non-somatosensory feedback. 

Conclusion and future work
The purpose of this research is to elucidate the domi-
nant factors and process which facilitate the embodi-
ment of an extra robotic thumb (ERT). The experiment 
is carried out by comparing reaching task performances 
under three separately given conditions. Three given 
conditions are controlling ERT (1) to touch three fin-
gertips, (2) to touch three positions on face, and (3) to 
push three buttons on a auditory feedback device. The 
performance of reaching task when controlling ERT 
with tactile feedback from fingertips is close to the 
performance of the reaching task performed by using 
subjects’ own thumbs. Moreover, the task performance 
with tactile feedback from fingertips is the highest 
among other cases, while auditory feedback gives the 
lowest performance. This result suggests that the tactile 
feedback from fingertips facilitated an update of sense 
of self-location in the most effective way among three 
kinds of sensory feedbacks (two somatosensory feed-
back and one non-somatosensory feedback). The result 
also indicates that somatosensory feedback from face 
also facilitates an update of sense of self-location. Since 
fingertips have the highest resolution of two-point 
discrimination and a face has relatively high resolu-
tion, the result also suggests that somatosensory feed-
back from body parts with relatively high resolution 
of two-point discrimination can facilitate the update 
of sense of self-location. This research confirmed that 
somatosensory feedback plays the important role in 
the update of sense of self-location, as the comparison 

result of auditory feedback shows inefficient control 
learning of ERT. In addition, this result is also a quanti-
tative evaluation of the efficiency of three kinds of sen-
sory feedbacks on facilitation of sense of self-location 
update in robotic embodiment.

Since the goal of robotic embodiment is to improve the 
operability of wearable extra robotic limbs, experiments 
which evaluate the improvement of operability is going 
to be carried out in future. The ERT used in this paper 
has the same size with human fingers, while not all extra 
robotic limbs are the same size with the human limbs. 
Thus, the research on elucidating dominant factors which 
facilitate the embodiment of extra robotic thumb whose 
size is larger than human thumb is also going to be car-
ried out in future.
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