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Abstract 

Risk assessment is one of the important processes in the social implementation of robots. In risk assessment and 
safety design of systems with various stakeholders, modeling and visualization of related elements are important not 
only for designers but also for users. We examined the use of SafeML in the process and proposed its extension for the 
purpose for missing elements.
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Introduction
As the social integration of service robots is widely pro-
ceeded, the risk assessment of robots has become diffi-
cult because of their complexity and rapid advancement. 
The diversity of the robot’s environment is the first reason 
for the difficulty, and the same change of diversity occurs 
not only for service robots but also for other robots, for 
example, agricultural robots. Although the risk assess-
ment should adopt the change of diversity, a tabular 
form using written expressions is still a common tool for 
risk assessment. Due to the diversity of service robots, 
a risk assessment in tabular form becomes complex and 
requires additional explanations when we attempt to 
understand the assessment, which is not effective and 

leads to additional costs. Therefore, a risk assessment tool 
that provides a board or macroscopic view is required to 
determine potential problems effectively. SafeML [1] had 
been proposed as a solution to such problems. SafeML is 
a modeling language that is an extension of SysML [2], 
and a tool for modeling risk assessment and safety meas-
ures. Because SafeML uses a diagram expression and 
clear stereotypes, it can express a risk assessment in a 
meaningful form. This expression provides a more mac-
roscopic view and control of risk assessment information 
than traditional tabular form, which implies a lower cost 
in a service robot application.

The second reason for the difficulty in the risk assess-
ment is the diversity of stakeholders. As described above, 
the robot environment can be changed and if the robot 
can detect the change, there is less of a problem. How-
ever, we consider the case when the following counter-
measure is taken for the change: 

1	 A human operator instructs the robot.
2	 A sensor in the environment informs the robot.

In case 1, the operator would intervene and control the 
robot to avoid dangerous situations, e.g., when the robot 
is moving to a dangerous place, the operator controls and 
detours the robot.
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In case 2, a company different from the robot company 
installs the sensor. In both cases, the stakeholders of the 
risk assessment increase.

Additionally, risk assessment information should be 
shared in multiple phases, for example, design and opera-
tion, repeatedly. SafeML can handle such information 
sharing in design phases, to some extent, but SafeML 
lacks some stereotypes under a certain condition [3].

Although the two issues above can be related to the 
complexity of a robot system and such complexity can be 
considered in the system of systems (SoS) framework [4], 
the risk assessment discussion from the viewpoint of SoS 
is limited.

To address the issues above with service robot safety 
design, a small working group for safety software archi-
tecture (SWG-SSA) was established in the software archi-
tecture study group of the Robot Revolution & Industrial 
IoT Initiative (RRI) robot innovation working group in 
Japan, where Authors’ contributions are summarized at 
the end of the paper.

The safety designers of several robot manufacturers 
participated in the working group; thus, the risk assess-
ment in the group was realistic and practical. Addition-
ally, an extension of the design information (meta-model) 
of the SafeML language was carried out under the initia-
tive by the National Institute of Advanced Industrial Sci-
ence and Technology in Japan. In this paper, we describe 
the RRI activities for service robot safety design and 
related SafeML extensions. The SoS nature of a safety 
design method with risk assessment and safety meas-
ures is discussed based on its definition [5] in “SafeML 
requirement with SoS characteristics”.

Note that we submitted this paper after we received 
recommendations on the content presented at “JSME 
Conference on Robotics and Mechatronics 2022” and 
further considerations.

Existing SafeML application to safety standards
Because SafeML and SysML are language specifications, 
they have no restriction on their application method and 
process. Thus, in this report, we follow the risk assess-
ment process with risk reduction in ISO/IEC Guide 51 
[6] for SafeML modeling (Fig. 1).

In Fig. 1, after the block “Is residual risk tolerable?”, the 
answer “yes” (= safe) means the end of the process for 
the robot designer, and the robot user should take care of 
the residual risk, which is not depicted in the figure. We 
add this user process for the residual risk using SafeML 
modeling. For example, suppose that the designer con-
siders that the impact energy of a robot is sufficiently low 
(less than 93 J based on JIS B 8446-1 [7]) and tolerable, 
but the user wants to avoid an impact accident for a spe-
cific application. In this scenario, the subsequent process 

performed by the user could be to reduce the risk of the 
impact accident, for example, by adding a physical barrier 
or warning sign. Such a subsequent process is not explic-
itly considered in Fig. 1 but is worth considering from the 
viewpoint of SoS.

In the risk assessment of a service robot, periph-
eral information, such as misuse, increases. In a tabu-
lar form assessment, this information is often described 
as a remark on the form, which is not easy to proceed 
or degrade readability if the amount of information is 
large. In a SysML model, peripheral information can be 
expressed by calling up an element block of the model. 
Although this expression is a nature of SysML as an 
architecture modeling method, the expression is advanta-
geous for risk assessment for summarizing several items 
of peripheral information. We use this “call-up element 
block” technique of SysML in the case studies in “Case 
studies of risk assessments: tabular form”.

Case studies of risk assessments: tabular form
Based on two actual service robot applications, we con-
ducted modeling case studies. In this section, regarding 
prior information of SysML modeling, we describe basic 
information on risk assessment in tabular form.

Case 1: agricultural robot
In the first case study, we consider an agricultural robot 
with autonomous mobility. We assume that the robot is 
sufficiently large for operator boarding, but we do not 
assume that the operator is on board all the time (the 
operator can be on board during autonomous move-
ment). Table 1 shows an example of the risk assessment 
in tabular form. Figure  2 shows the environment for 
robot operation.

Although we consider that the robot falling down is 
a harm, we do not consider the falling down event as a 
harm from the viewpoint of the safety of machinery in 
general. We consider the event as a malfunction (not 
harm). However, in a government report on agricultural 
occupational safety [8], the falling down of agricultural 
machines is considered as a harm; hence, we follow tradi-
tion and consider falling down as a harm.

Case 2: service robot at a train station
In the second case study, we consider a mobile ser-
vice robot that carries a lightweight package at a com-
mon train station. The robot is a type of service robot 
as shown in the press release [9] in which the robot is 
assumed to be lightweight and low speed (sufficiently low 
kinetic energy), and the station is not so crowded.

Table  2 shows an example of the risk assessment in 
tabular form. The assessment content corresponds to the 
“yes” path from the “Is risk tolerable?” block in Fig. 1.
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Fig. 1  ISO/IEC Guide 51 Iterative process of risk assessment and risk reduction
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SafeML modeling
Based on the tabular form risk assessment, as in the pre-
vious section, we conducted SafeML modeling in SWG-
SSA, and summarize the discussion in this section. Note 
that in the figures in this section, a word enclosed in ≪ 
≫ is a stereotype (classification to define the meaning 
of the element) defined in SafeML (or some elements 
are defined in SysML). For each stereotype, we can use a 
SafeML model with a specific meaning. Therefore, a risk 
assessment composed of stereotypes in SafeML increases 

readability, and this provides a common platform to 
understand the assessment results for various stakehold-
ers. We explain the figures in this section by specifying 
the associated stereotypes.

SafeML modeling case 1: agricultural robot
Figure 3 shows a SafeML model that corresponds to the 
tabular form in Table  1. In the SafeML model, the haz-
ard and harm of risk assessment are expressed as ≪Haz-
ard≫ and ≪Harm≫ ( ≪Harm Group≫ group element), 
respectively. The harm context is expressed as ≪Harm-
Context≫ . Then, four ≪ ∼ Defence≫ are determined 
as safety measures. From the determined ≪ProActive 
Defense≫ , ≪using≫ leads to the ≪Non-Safety-Related 
Function≫ . Similarly, from ≪Active Defense≫ , ≪trig-
geredBy≫ leads to ≪ContextDetector≫ . These refer to 
relations to a safety measure function or sensor informa-
tion as a trigger. Such a description provides a macro-
scopic view of the functional elements necessary in safety 
design.

Table 1  Risk assessment table 1

Scenario Self-propelled movement to the farm field

Hazard Invisible gap

Harm Overturn, robot falling down, operator 
falling down, involving others

Harm Context Wheel falls into the invisible gap, operator 
or surrounding people are injured

Defence Undefined

Fig. 2  Surrounding environment of an agricultural robot

Table 2  Risk assessment table 2

Scenario At the ticket gate (the number of people varies), Risk Assessment 
of a package transfer robot against the change of the number of 
surrounding people

Hazard Although the kinematic energy of movement is sufficiently low, a 
train station is a public place; hence, the avoidance of collisions is 
highly required

Harm Secondary accident after a collision between a human and robot

Harm Context Robot starts moving when the station is crowded and hits a person

Defence When the station is crowded, the robot waits in a waiting area
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During the modeling process, we determined the dif-
ference between the safety measure stereotypes, Active 
and ProActive, and found that the authorship of the 
safety measure distinguished the stereotypes. We explain 
the details in “SafeML extensions”.

SafeML modeling case 2: service robot at a train station
Figure 4 shows a SafeML model that corresponds to the 
tabular form in Table  2. In the model, we connect ≪
ProActive Defense≫ through ≪ResponsibleFor≫ to 
“SMART STATION,” which is an imaginary informa-
tion management system. This connection indicates the 
relationship of responsibility, and it also implies that the 
safety measure related to “wait” depends on a system at 
the train station. Although this robot-station collabora-
tive system does not actually exist, it is an example of a 
dynamic safety system in which the robot decides and 
moves in a dynamic manner based on crowd-level infor-
mation provided from the social infrastructure (station) 
in real time. This representation forms a collaborative 
safety system of the robot and social infrastructure.

SafeML extensions
Based on the SafeML modeling case studies in “SafeML 
modeling”, we propose extensions of SafeML for the 
stereotypes of risk reduction measures in the safety 
standard [6]. We summarize the extensions in Table 3, 
where “++” indicates the relation between stereotypes 

(Passive, Active, Undefended, and ProActive) and the 
risk reduction measures (three-step methods (inher-
ently, guards and protective devices, and information 
for use) and safety measures taken by users). Although 
the stereotype of ≪Undefended≫ corresponds to the 
case of “no safety measure and accept the risk” in gen-
eral, we consider that ≪Undefended≫ implies a weak 
and minor safety measure, for example, a warning sign; 
hence, “information for use” in the three-step method 
is associated with the stereotype and “+” is placed.

In the safety standards for the designer [6], the risk 
reduction measures taken by the designer comprise 
the three-step method, and “safety measures taken by 
users” are not explicitly considered. However, as we 
discussed in “SafeML modeling case 2: service robot at 
a train station”, the collaboration between the robot and 
infrastructure designed by a robot user should be con-
sidered in the robot design phase. To take account of 
this scenario explicitly, we add the stereotype ≪ProAc-
tive Defense≫ to SafeML for “safety measures taken by 
users.”

We determine the scope of application of ≪ProActive 
∼ ≫ based on the responsibilities of the designer and 
users. In Table 3, the designer takes full responsibility for 
the “functional safety” of “guards and protective devices” 
because the entire scope of application is determined 
strictly by the designer; hence, ≪Active ∼ ≫ is assigned 
(note that we do not determine the safety measures in 

Fig. 3  SafeML model of the agricultural robot
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cases 1 and 2 to be functional safety or not because of the 
time limitation of the discussion. This is a further issue).

By contrast, the designer does not take responsibility 
for the “non-functional safety” of “guards and protec-
tive devices” because the residual risk in this case can 
be assumed to be tolerable by the other measures for 
which the designer takes responsibility. “Non-func-
tional safety” can be considered as a supportive func-
tion for further risk reduction by the request of the 

user. Therefore, not only the designer but also the user 
takes responsibility for “non-functional safety” (this 
concept is based on the idea “The designer has prod-
uct liability for the “non-functional safety” function as a 
general software product” in JIS Y 1001 [10] ).

Using these stereotypes, we can develop a SafeML 
model that can clarify the scope of responsibility and 
support communication over various stakeholders.

Fig. 4  SafeML model of a service robot at a train station

Table 3  SafeML stereotypes and risk reduction measures

Three-step methods by designer

SafeML stereotype Inherently Guards and protective devices Information for the end user Implemented 
by the user

Passive ++ ++
NOT
functional
safety

− −

Active − ++
Functional
safety

− −

Undefended − − + -

ProActive − ++
NOT
functional
safety

++ ++
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Discussion
Development procedure
In [11], the authors proposed that there are three sys-
tems in the development procedure: System Under 
Design, Designing System, and Context System. The 
systems should be harmonized with each other for bet-
ter development. In this report, we consider that these 
three systems correspond to the following: a robot 
system under development (System Under Design), 
a social system in which a robot is used (Context 
System), and SafeML as a safe design tool (Design-
ing System). According to the case studies, SafeML 
(Designing System) is suitable for the complexity of 
a robot (System Under Design) and social system 

(Context System). This indicates the validity of SafeML 
from the viewpoint of the development procedure.

SafeML requirement with SoS characteristics
In this report, we consider that SafeML = Designing 
System is an SoS, and investigate the requirements of 
SafeML by referring to SoS characteristics. We summa-
rize the relationship between the SafeML requirements 
and SoS in Fig. 5 and explain the summary below.

In the original reference for SoS [4], the independence 
of operation and management are denoted by two impor-
tant factors, and based on these, five features of SoS are 
derived: independence of operation, independence of 
management, evolutionary design, emerging behavior, 

Fig. 5  SoS characteristics
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and geographical distribution. These five features are rec-
ognized in [5, 12]; hence, we consider that they are basic 
characteristics of SoS. According to these characteris-
tics of SoS, we extract the requirement“0: Independence 
of operation/management” as a fundamental require-
ment for SafeML. In addition to this requirement, we 
determine the following three requirements, where the 
relationship between the requirements and SoS charac-
teristics are shown in Fig. 5.

First, because the environment of a service robot 
operation changes in the development processes, risk 
assessments should be conducted in an iterative manner. 
Thus, we extract the requirement “1: Supports iterative 
development.”

Second, we consider a system life cycle in which SafeML 
is used. The system life cycle is the entire design process 
of a product, and the Concept of operations: ConOps 
[12] is its starting point. ConOps is an operational con-
cept at the organization level, and it can be concept shar-
ing in a enterprise layer for service robot development 
and deployment. The difficulty of information sharing 
in ConOps is explained in [13], and the importance of 
the involvement of stakeholders with diverse knowl-
edge levels is also stated, where the stakeholders should 
be involved as participants, not an audience. Therefore, 
we extract the requirement “2: Stakeholders with diverse 
knowledge levels can participate.” This requirement 
implies that if the design information prepared by the 
designer can be used by a user without instructions from 
the designer, life cycle tasks will be managed effectively, 
which is associated with the requirement “0: Independ-
ence of operation/management.”

Third, ConOps is also used for drone applications [14], 
where the relationship to a social system with exist-
ing airplanes is important. Such a relationship between 
new technology and the existing social system can be 
seen in service robots; thus, system design by consider-
ing various environmental conditions is required. Thus, 
we extract the requirement “3: Ability to express various 
environmental conditions as design information.”

For each case study, we assume the story of its design 
process in the following sections, and evaluate the degree 
of realization for the above four SafeML requirements.

In addition, the position of SafeML in the system lifecy-
cle including ConOps is shown in the Appendix.

Design process 1: agricultural robot
An important issue is that there are objects that are dif-
ficult to detect during the autonomous movement of a 
robot using current technologies, which lead to an unsafe 
action. This issue is general for autonomous car driving, 

and, for example, the operational design domain:ODD 
[15] is used to coordinate information.

In this report, we assume the harm the risk is “a wheel 
falls into an invisible ditch, resulting in injury to the 
driver and nearby farm workers,” and the story of the 
design process is how the designer and operator of the 
robot share the responsibility of the risk reduction meas-
ure. In the story, the designer and operator are required 
to coordinate and cooperate in the measures, as in Fig. 3, 
and the main feature is as follows: Four measures (two 
ProActive and two Active Defense) are proposed, where 
ProActive measures are implemented by the operator 
and Active measures are realized by the designer (man-
ufacturer) as, for example, functional safety, and each 
measure is related to the others. For example, even if the 
manufacturer uses simultaneous localization and map-
ping technology as a state-of-the-art safety measure 
(three ≪ContextDetector≫ s in Fig. 3), the operator has 
the responsibility to increase safety by selecting a safer 
route(≪ProActive Defense≫ move along a path where 
the robot does not derail); that is, even if the manufac-
turer uses a functional safety measure for a local sens-
ing system, the operator has responsibility for the global 
operation (e.g., avoid an unsafe environment, such as 
submerged ground.)

Another feature of agricultural machines is the defini-
tion of harm. Although harm is defined as human injury 
in the safety standards for machinery [6], harm for agri-
cultural machines is defined as simply the malfunction 
of a machine (e.g., falling down). Although this definition 
of harm for an agricultural machine would be strange to 
a general safety designer of machinery, the designer of 
machinery should understand that the malfunction of an 
agricultural machine corresponds to an injury directly. 
Such a misunderstanding does not occur if all the design-
ers belong to an agricultural society, but in designing 
an agricultural service robot, general safety designers 
participate and such a misunderstanding occurs, which 
degrades the design process. In the SafeML expression in 
3, ≪HarmContext≫ is connected to actors (farm work-
ers and a driver) through ≪impact≫ , which can over-
come the differences of the definitions of harm between 
an agricultural machine and general machine.

Table  4 summarizes the degree of realization for the 
requirements.

Design process case 2: service robot at a train station
Applications of a service robot at a train station are 
under development now. A train station is a place in 
which various people (pedestrians, workers, etc.) exist 
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and a complex social field. The designer and operator of 
the robot should cooperate for a safe application. At this 
moment, no perfect robot system is available for general 
applications at a station. The deployment of a robot is 
conducted in a step-by-step manner (this robot applica-
tion scenario is the same as that at an airport and simi-
lar large places, and a constructive approach is required 
because of the increase of tolerance of the robot in a 
social system).

The story of the design process in this scenario is the 
same as the agricultural robot (the designer and opera-
tor collaborate for the risk reduction measure), and a ≪
block≫ SMART STATION SYSTEM is proposed for a 
system to support the effective operation in Fig.  4. This 
smart system is assumed to be a resource management 
system with robots that use, for example, AI prediction, 
and it is under development as an operation management 
system. In the future, the smart system will be devel-
oped and contribute to effective operation with various 
resources that include robots. When the smart system 
obtains the density of people through a ≪block≫human 
congestion prediction model, it can control the robot in a 
global manner. This function of the smart station is con-
sidered as a risk reduction measure that is indicated and 
understandable through the connection with ≪ProActive 
Defense≫ when the number of people∼.

Table  5 summarizes the degree of realization of the 
requirements.

Conclusions
According to the diversity of service robots, the risk 
assessment in a conventional tabular form become 
complex and difficult to proceed with a reasonable cost. 
In order to overcome this in the paper, we proposed a 
SafeML extension by adding ≪ProActive Defence≫ as 
the risk reduction measure by a user, and coordinated 
Defense. Using this extension, we conducted the risk 
assessment of a service robot in a comprehensive and 
unified manner. We examined the effectiveness of the 
proposed extension through two case studies, that is, 
an agricultural robot and a service robot at a train sta-
tion. Though the two robots and associated services 
and operation management are different, we confirmed 
that a reference as a stereotype in SafeML can clarify 
the scope of responsibility in the same procedure as in 
“Discussion”. We also proposed four requirements of 
SafeML for effective risk assessment and safety design 
from the viewpoint of SoS. In addition, we discussed 
the degree of realization of the requirements related to 
SoS through the case studies as in Tables 4 and 5.

The risk assessments of the two robots in the pro-
posed SafeML form were carried out by the RRI SWG-
SSA members from various organizations, and we 

Table 4  Realization of requirements for agricultural robots

Requirements Degree of realization

Independence of operation/ management Based on the design information, the operation side can make more in-depth operation 
decisions during operation. (in the case of agricultural land where the environment is 
stable, reduce the measures)

Supports iterative development Because of the inherent characteristics of MBSE, it is thought that information can be used 
repeatedly.

Stakeholders with diverse knowledge levels can participate A method for expressing necessary explanations and ideas is prepared so that stakehold‑
ers with different knowledge levels can share.

Ability to express various environmental conditions as 
design information

Using, for example, deriveHC, etc. connected to HarmContext, it is possible to express 
environmental conditions more fully than planar expressions in, for example, risk assess‑
ment tables.

Table 5  Realization of the requirements for agricultural robots

Requirements Degree of realization

Independence of operation/ management Problems that are difficult to solve with a single robot system alone can be included as 
proposals for a system that the operator will manage.

Supports iterative development Because it is possible to create a model that shows the future, it is also possible to use 
it as a step-up model by managing the points of change. (Enhanced by linking with 
configuration management tools)

Stakeholders with diverse knowledge levels can participate Not the topic in this report.

Ability to express various environmental conditions as 
design information

The environmental conditions are linked to the measures, and the content is describable.
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proceeded as a working group activity in 2  h times 4 
days, 8  h in total. During this 8-hour risk assessment 
in the case studies, we also confirmed effective infor-
mation sharing. Note that 8 h includes a discussion of 
the SafeML extension, thus we can shorten the work-
ing time if only risk assessments are proceeded, which 
implies the proposed risk assessment of extended 
SafeML is unified and effective for diverse service 
robots. We reported these activities on the RRI web 
page [16].

As future work, we will conduct detailed case studies to 
validate the effectiveness of the proposed extension with 
comparison to the other risk assessment methods, e.g., 
FTA, FMEA, STAMP/STPA, GSN, and ODD.

Appendix: Positioning of SafeML in the system 
lifecycle including ConOps
FMEA, FTA, STAM/STPA, GSN, ODD, and Table form 
are considered typical risk assessment methods. In the 
classification of Enterprise Layer/technical process 
shown in the document [12], this paper considers that 
each method can be positioned as shown in the Fig.  6. 

Therefore, only Table forms belonging to the same cat-
egory as SafeML is compared here.
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